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Abstract

In recent years with the advances in Machine Learning and Artificial Intelligence,
the demand for ever smarter automation solutions could seem insatiable. One such
demand was identified by Fortnox AB, but undoubtedly shared by many other indus-
tries dealing with contractual services, who were looking for an intelligent solution
capable of predicting the expiration date of a contractual period. As there was no
clear evidence suggesting that Machine Learning models were capable of learning
the patterns necessary to predict a contract’s expiration, it was deemed desirable to
determine subject feasibility while also investigating whether it would perform better
than a commonplace rule-based solution, something that Fortnox had already inves-
tigated in the past. To do this, two different solutions capable of predicting a contrac-
tual expiration were implemented. The first one was a rule-based solution that was
used as a measuring device, and the second was a Machine Learning-based solution
that featured Tree Decision classifier as well as Neural Network models. The results
suggest that Machine Learning models are indeed capable of learning and recogniz-
ing patterns relevant to the problem, and with an average accuracy generally being
on the high end. Unfortunately, due to a lack of available data to use for testing and
training, the results were too inconclusive to make a reliable assessment of overall
accuracy beyond the learning capability. The conclusion of the study is that Machine
Learning-based solutions show promising results, but with the caveat that the results
should likely be seen as indicative of overall viability rather than representative of
actual performance.

Keywords: Machine Learning, Artificial Intelligence, Time Series, Time Series
Forecasting, Controlled Experiment, sklearn, Contractual
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1 Introduction

In the modern world of today, products and services come in a variety of shapes and sizes
that are often adjusted to accommodate its intended audience. Some are one-time pur-
chases that give a buyer access to a product (or less often a service) indefinitely for a spe-
cific fee. Common examples of this would include products such as cars and perishables.
Others are contractual by nature and represent agreements that run for a predetermined
period of time (usually annually, bi-annually, or monthly) during which each new period
provides access to a service (or less often a product) and prevents new service agreements
(such as those of other providers) from being made until its expiration. Common exam-
ples would include services such as insurance and cellular subscriptions. Naturally, this
makes it so that businesses that offer these contractual services are interested in when a
period ends and a potential customer becomes available: as in, becomes receptive to a
sales pitch.

Timing is Everything

This ties in with the issue of timing things right in business, something that has been
likened to "swimming with the tide" where something that "may have been a good deal
yesterday may not fit today’s circumstances" [1]. As could likely be expected, this has
perplexed the industry for potentially as long as there has been an industry - be it contrac-
tual restrictions, identifying a client’s state of mind, or something else [1].

In the case of contracts, a small window of opportunity opens shortly before a client’s
current contractual period runs out and lasts until a new contract has been signed. It is
during this window that competitors to the current provider could approach the potential
client with their own offers in the hope of providing a better deal. In doing so, there is a
chance that the client would sign a new contract rather than renewing with their current
provider.

Naturally, in order for this to be possible, "it is needed to accurately forecast the future
[expiration] in order to make right decisions [of when to market]" [2]. Would this window
be correctly identified it could be a significant advantage over the competition and allow
the opportunity to be seized without giving the opposition much of a chance.

Intelligent Detection

With the advent of, and the rapidly increasing interest in, Artificial Intelligence (AI) and
especially Machine Learning (ML), many quickly turn to those for potential solutions to
a vast variety of problems [2, 3, 4]. Needless to say, ever since its inception, Machine
Learning has redefined several society processes and enabled things that were previously
not deemed feasible: such as handling big data or effectively searching the World Wide
Web [4].

Despite seemingly underdeveloped, Intelligent Detection of contract expiration ap-
pears to be no different in this regard seeing how contractual periods are essentially time-
ordered sequences of payment events. As such, they constitute time series whose obser-
vations (previous payments and renewals) depend on time and can therefore be used to
forecast the future (period expiration) [2]. After all, time series forecasting is relatively
well-established and has been an active area of study for over a century in a variety of sci-
ences [2, 5]. Being an event sequence, it could also qualify as an event prediction problem
as described by [5] where the focus is on predicting specific, potentially rare events within
a certain window of time, much like predicting an expiration in a myriad of payments.
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Nevertheless, it stands to reason that, given a sufficient amount of good data, an es-
timation - a prediction - of when a period could end should be plausible to be produced
using a Machine Learning-based approach. This is, in essence, the intent of this paper
which aims to investigate the feasibility of estimating contract expiration dates using Ma-
chine Learning methods and answer the following research questions:

1. Can a contract expiration be predicted with acceptable accuracy using Machine
Learning methods (in this case, Time Series Forecasting)?

2. Is the accuracy better than, or comparable to, a rule-based prediction approach?

While this is almost certainly a topic far too large for a single paper - or even 100 papers
for that matter - the primary goal is to address the feasibility of this approach overall,
perhaps in the most basic sense, and compare it to a purely rule-based approach. Should
the results be sufficiently satisfactory, the implementations could serve as a primitive
proof-of-concept that could be used as a basis for future work.

1.1 Background

In order to get the most out of this paper, certain prevalent topics have to be put on
common ground. These are Time Series as in what they are and for what they can be used
and Machine Learning as in what it is, what it can do in a general sense, and how it can be
measured. This is, however, a brief overview as a more detailed view constitutes several
books in its own right.

1.1.1 Machine Learning

Machine Learning is the part of the Artificial Intelligence-suite that deals with learning
from past experiences. In order to be intelligent, a "system that is in a changing environ-
ment should have the ability to learn" [4]. If a system can learn and adapt to changes in its
environment, "the system designer need not foresee and provide solutions for all possible
situations" [4]. More specifically, it builds on the theory of statistics in building mathe-
matical models that allow for making inferences from samples [4]. Those samples may
be example data (such as ground truths) or alternatively past experiences. This allows an
intelligent machine to recognize patterns, make somewhat informed decisions, and finally
learn from their past decisions.

Supervised Learning

One type of learning, and indeed the relevant one for this paper, is Supervised Learning.
This is done through the classification of unknown entities into known categories. Using
a data set of ground truths (essentially classifications that are known to be true) - known
as training - machine learning algorithms can “predict” the appropriate category of an
unknown input, known as generalization. While the result is not always accurate, and
with a multitude of different algorithms, or classifiers, available that all come with their
own sets of strengths and weaknesses in terms of accuracy and complexity, it can still be
considered to be a good and useful approximation [4].

Two of the more common algorithms, which are also used for this study, are Neural
Network and Tree Decision Classifier. The former is a very powerful algorithm and is con-
sidered to be a central part of what is known as Deep Learning1. It is created in an attempt

1Deep essentially refers to having more than three layers, Neural Network or not. See [6].
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to mimic the human brain by organizing nodes (artificial neurons) within a layered con-
text where each successive node places a specific requirement (so called "weights" with
accompanying thresholds which are selected during training) on the input data. Should
the input data satisfy the constraints on any given node it will be passed along by the
current node to the node whose conditions were met, allowing the input data to travel to
any node on the successive layer, in order to, eventually, reach the final node and thus a
prediction (output) [6]. The latter is similar to a binary tree where there are any number
of nodes in a chain where each node represents a question which is then connected to
sub-nodes using edges that represent answers, either "yes" or "no" (both nodes and edges
are created during training). The input, then, starts at the root node and then travels down
the chain, successively answering questions, until it reaches the leaf node and in doing so
a prediction (output). Both algorithms revolve around finding the most optimal path in
order to reach the most accurate prediction.

The prediction accuracy of Supervised Machine Learning can be measured in several
different ways with the use of an aforementioned training set and a validation set (which
is a data set of unknown entities that need to be classified). One way is to validate the
accuracy using the same data set as was used for training. While this is a fast and easy way
of getting an estimate, it comes with a variety of caveats, such as over-training if the data
set is too small [4]. An arguably better way is that of cross-validation where the training
set is split into two smaller sets, where one part is used for validation and the other for
training [4]. This is then repeated for a number of iterations, re-splitting the data each
time. This allows for a greater level of confidence since the validation set is not a part of
the training set, making them guaranteed unknowns while also allowing for gauging the
best training set composition.

Supervised Learning also allows for Reinforcement Learning, which revolves around
trial and error where an agent (in this case likely a machine) makes decisions in some
environment. The agent is then subsequently given a reward or penalty based on the de-
cision taken (as in, the outcome of said decision). After a number of executions, it should
learn the preferable policy which constitutes the sequence of actions that maximizes the
total reward [4]. This is different to, for instance, unsupervised learning which has no
ground truths or reinforcement learning.

Regardless of any chosen accuracy measurements, Machine Learning is always sub-
jected to Noise. Noise is "any unwanted anomaly in the data" which may make it "more
difficult to learn and zero error may be infeasible" [4, 7]. It could arise from imprecision
or omissions, accidental or otherwise, in the recording of the data attributes which could
end up shifting data points (a data point is one instance in a set of data) or negatively
affecting the weights during training. Another point of concern is that of categorization
errors where one or more instances in the training set are assigned to incorrect categories
which may cause, for instance, false positives and vice versa [4].

Machine Learning Today

Today, Machine Learning is a widely-used, popular solution to a vast variety of problems.
For instance, it can solve many problems in machine vision, speech recognition, and
robotics, as well as being an important part of database management, security systems,
and network security [4]. It can also be used to track and predict stock market develop-
ments [8, 9], technical equipment failures [5], road safety developments [7], meteorology,
and air pollution [10]. Some even consider committing to complete workplace replace-
ments with intelligent, robotic coworkers - although not everyone seems to be quite as
enthusiastic at this prospect [3].
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1.1.2 Time Series

A Time Series is a "time-oriented or chronological sequence of observations on a vari-
able of interest" [7, 11]. This essentially means that it is, simply, a "series of data points
ordered in time" where the time itself (usually a timestamp of some description) is an
independent variable and each data point is accompanied by zero or more associated vari-
ables of interest [2, 7, 8, 11]. Data points are collected at a certain rate, known as the
rate variable, which is generally at equally spaced time periods. Those time periods are
typically daily, weekly, monthly, quarterly, or annually, but "any reporting interval may be
used" [11]. The collected data points can be in any format that is deemed desirable, such
as instantaneous (such as an individual purchase), cumulative (such as the total number
of sales over a month), or statistic (such as something that in some way reflects activity
during the specified time period), as long as the same format is used consistently through-
out the data set [11]. They are very similar to event sequences which are essentially the
same, being sequences of timestamped observations, but have support for a wider range
of associated variables and can predict specific events within a given time frame [5].

While Time Series can serve a worthy purpose on their own, such as through some-
thing known as a Time Series Plot that can be used to, as an example, track changes over
time in an area of interest, the primary purpose of Time Series, in Machine Learning, is
its ability to forecast the future [11].

Forecasting the Future

A forecast is "a prediction of some future event or events" based on patterns found in past
observations and developments and can be applied to a large selection of different topics
[2, 8, 11]. This is, naturally, an important aspect in a variety of fields as the "prediction
of future events is a critical input into many types of planning and decision-making pro-
cesses" [11] and in many areas it is necessary to "accurately forecast the future in order
to make [the] right decisions" [2, 9]. This includes, but is not limited to, finance, manage-
ment, environment, medicine, social science, politics, and many others [2, 8, 10, 11].

As noted by [11], forecast-related problems are generally classified as short-term,
medium-term, and long-term. Short-term problems "involve predicting events only a few
time periods (days, weeks, and months) into the future", whereas medium-term extend be-
tween a year or two, and long-term can extend far beyond that. Short- and medium-term
forecasts are generally used for "activities that range from operations management to bud-
geting and selecting new research and development projects" while long-term forecasts
are more concerned with more overarching strategic planning.

1.2 Related Work

While this particular issue does not appear to have been actively researched, it is related
to time series and forecasting. Since those have both been actively researched and used
for over a century, there is naturally a large body of research on the matter [2]. Because
of this, this section will list a couple of examples of research that has been done on those
topics and how they are used around the world today.

In [5], the author presents a forecasting problem suffered by AT&T in relation to pre-
dicting telecommunication equipment failures from a large pool of varying alarm mes-
sages. It is stated that being able to predict rare events in sequences of varying events
with potentially different features is an important problem that normal learning methods
are not sufficiently evolved or adapted to solve (the difficulty of predicting rare events
is also noted by [10]). The paper discusses event sequences, which are essentially time
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series but instead of predicting the next n events, it "predicts rare events by identifying
predictive temporal and sequential patterns in the data" which constitutes the rare event of
an equipment failure. The proposed solution is a "genetic algorithm based machine learn-
ing system", known as Timeweaver, that would be able to predict equipment failures from
110,000 alarm messages dispatched by AT&T’s 4ESS switches. It is then compared to
several other solutions, such as C4.5rules, RIPPER, and FOIL, but is shown to outperform
all existing methods at this particular prediction task.

In [9], a framework based on tempered stable innovations for evaluating stock market
risk exposure during distressed market periods, as well as extensive empirical perfor-
mance testing of said framework compared to industry standard models, is presented.
The authors begin by exploring the limitations of standard time series models which rely
on normal innovation and are widely used in the industry when it comes to forecasting
financial market meltdowns. They then offer a solution in the form of a framework that
is capable of forecasting both extreme events and highly volatile markets with higher
predicative accuracy than that of any standard models. They also provide a relatively ex-
tensive empirical study of the performance of their framework compared to other models
by applying them to the "analysis of the S&P 500 index during highly volatile markets".
They find that standard models either fail completely and are empirically rejected, or do
not "provide a reliable forecast of the future distribution of returns, even if they account
for volatility clustering". The results from their own framework, however, indicate that
it has better predicative power in measuring market risk. The authors conclude that this
provides empirical evidence of their framework performing better than the alternatives in
a volatile market environment.

In [10], time series prediction models are used to forecast volcanic air pollution in
Hawaii where volcanic smog, known as vog, has become a major issue after the contin-
uing eruption of Mount Kilauea. By looking at data sets consisting of time series for
SO2 and SO4 levels from various coastal locations spanning Hawaii, as well as the city
of Hilo, the author measured and compared the forecasting results using two different
models: frequency domain and neural network. Overall, the results were promising and
showed that the concentrations of SO2 and SO4 could be forecasted reasonably well, at
least on average. They were, however, unevenly distributed across the different models
with the frequency domain algorithm yielding the best overall accuracy over short hori-
zons. While competitive and more favourably presented in literature, the author notes,
the neural network could not quite compete outside of certain time frames. The author
concludes that the models "capture the central tendency of the data, but are less effective
in predicting the extreme events", a conclusion that is in line with [5].

In [7], the authors discuss the complications and risks of making erroneous inferences
when trying to create road safety observatories using time series of sequential observa-
tions of various types of safety performance indicators (such as speeding, alcohol, etc.)
or general road statistics (such as traffic accidents, kilometers driven, etc.). They state
that most traditional techniques make incorrect assumptions about the data points and ig-
nore important properties, namely the serial dependency between the observations. This
noise, they note, can result in under- or over-estimations and could consequently produce
erroneous inferences. They then proceed to suggest various rigorous statistical techniques
used to overcome serial dependency issues. Those being time series analysis techniques
of varying complexity that are employed to "describe the development over time, relat-
ing the accident-occurrences to explanatory factors such as exposure measures or safety
performance indicators, and forecasting the development into the near future". They find
that traditional regression models, while the easiest to apply and likely often sufficient, are
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shown not to "properly capture the time dependencies between consecutive observations".
Structural time series models turn out to "reduce to classical linear regression when the
unobserved components are treated deterministically" which results in no obvious benefit.
Dedicated time series analysis techniques are shown to have the best overall performance
and accuracy, despite needing access to excessively large data sets - a requirement that is
currently not possible to satisfy properly according to the authors. Finally, they note that
all approaches have their pros and cons and conclude with giving some general recom-
mendations to using time series models in road safety research.

1.3 Problem Formulation

While, as previously noted, Machine Learning has been used to solve a variety of other
Time Series-related problems, its feasibility in determining whether the “time is right”
when predicting specifically contractual periods remains to be investigated as available
data is suggestive of its viability, but inconclusive. Naturally, the ability to predict con-
tractual expiration is something that is of interest to many in the industry, perhaps every
entity that offers some form of contractually-based services, and just so happened to co-
incide with an initiative taken by Fortnox AB, who is one of many with a vested interest
in the field, to do just that. Fortnox proposed a collaboration by offering access to its vast
amounts of data and expertise to use for a project investing the applicability of ML in this
context. The project entails the complex task of detecting when a window of opportunity
appears in a given client’s currently ongoing contractual period, irregardless to what con-
tract that may be, which in turn could indicate receptiveness to a sales pitch, all by using
Machine Learning-methods and Time Series. As such, the goal of this project is to be
able to answer, or at least attempt to answer, the question: "when does the client’s cur-
rent contractual period end?" which equates to answering the first of the aforementioned
research questions. Fortnox has, in the past, attempted to solve this particular problem
using rule-based solutions, but they have never been deemed sufficiently accurate. This,
in turn, resulted in the second of the two research questions which entails a comparison
between the two solutions that this project also aims to cover.

1.4 Motivation

First and foremost, and perhaps most importantly, this problem was brought to light by
a business involved in the relevant industry, that of offering contractually-based services.
In fact, it is a problem that they, and likely many others, have been looking into for a
while to no avail. However, as mentioned in earlier sections, this particular problem that
this project aims to investigate is not restricted to Fortnox and their use case, or even
necessarily other entities within their immediate contractually-based services industry,
but could rather be applied to all entities within a vast array of industries. While the
notion of "Timing it Right" would likely be the most relevant to industries dealing with
critical timing, such as stock market fluctuation prediction, as noted by [9] or, indeed,
time-based contracts, as is the topic of this project, those all fall in the realm of Time
Series Forecasting. As such, any industry that deals with data streams that feature some
form of timestamped variable or variables of interest could benefit from the findings of
this study, as it is, in essence, an extension of an already well-established system of time-
based analysis. Such industries include, but are not limited to, the examples provided in
the Related Work-section as well as fraud detection in finance, diagnoses in medicine, and
optimizations in manufacturing and telecommunications [4].
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While it is clear that Machine Learning and Time Series are used for many other pur-
poses, the apparent lack of a viable solution to this specific problem, however, suggests
that there is a need for extensions to the Time Series-methodology by applying it to new
areas and measuring its viability. As such, it should be noted that it is currently not known
whether Machine learning can solve this problem, as it is different in that it does not pre-
dict a variable of interest, but rather the independent variable that is the timestamp of the
Data Point itself2, which makes this project into a somewhat scientific venture. However,
judging by its viability in similar Time Series-based problems, it stands to reason that
there is a relatively high chance of success. As such, overall, this problem seems to apply
- to the relevant industries - on both an industry- and, to a lesser degree, a scientific level.

1.5 Objectives

The objectives of this project primarily revolve around the aforementioned goals of evalu-
ating potential solutions and determining which would best satisfy the requirements. This
roughly breaks down into the following objectives:

O1 Investigate available data and identify key characteristics.
O2 Implement rule-based solutions for series construction and expiration

predictions.
O3 Implement the Machine learning solution and a solution for training set

creation.
O4 Produce controlled testing datasets consisting of fabricated series and

real-world examples.
O5 Fit the models and run experiments to evaluate the accuracy of both

solutions.

The first task was to investigate the data that Fortnox had provided and identify any key
characteristics that would be needed to do further processing. As there were no premade
or off-the-shelf datasets available, all raw data that was available had to be processed and
evaluated for relevance and usefulness (Objective 1).

Then, using the insights gained from the first objective, the necessary rule-based so-
lutions had to be implemented. This entailed implementing a solution that could take raw
and unordered timestamped events and producing sufficiently accurate and usable time
series consisting of time-ordered event sequences where each sequence represented a con-
tract. These time series were then used to produce rule-based forecasts of the assumed
expiration of each contract (Objective 2). Once that was done, the Machine learning so-
lution had to be implemented as well as a minor, secondary solution that could be used to
convert processed time series, such as the outputs of Objective 2 and Objective 4, into a
training set that could be used by the ML models. Essentially, this entailed setting up the
ML models and creating a short script that converts the time series into a usable format
with appropriate categories (Objective 3).

In order to achieve reliable accuracy measurements, the next step would be to produce
two datasets containing known series. These will be divided into fabricated (series that
were created explicitly for this study) and real-world examples (verified series acquired
from the raw data provided by Fortnox) and used as truths when performing a controlled
accuracy measurement (Objective 4). Afterwards, the Machine learning solution has to
be fit with the training sets (using the script from Objective 4) created from the output of
Objective 4. The accuracy of the rule-based and the Machine learning predictions alike

2See section 1.1.2 for more information.
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are then measured and compared to one another in order to evaluate the applicability and
performance of both. The accuracy of the series identification and creation of the former
is also measured as a complimentary metric (Objective 5).

Finally, and as stated prior, this is uncharted territory and therefore the success of
this project cannot be guaranteed. However, as has been mentioned, Machine learning
has solved similar issues in the past and therefore it is expected that this problem can be
solved and the objectives completed.

1.6 Scope/Limitation

As mentioned in the introduction, it was not clear whether Machine Learning could offer
a solution to this problem in the first place. This naturally made it significantly more com-
plex in nature but also caused the evaluation of employed approaches to be of increased
importance. To accommodate this, the scope had to be narrowed - primarily in the form
of focusing on interests of Fortnox and less so on other concerns. In practise, this limited
the chosen approach to be based on the promising prospect of Time Series forecasting,
albeit with some project-specific alterations.

Furthermore, due to time constraints, data selection methods had to be adjusted as
it is a costly endeavour. As such, the overall selected data amount had to be reduced
and selection criteria had to be altered to accommodate. It also limited any potential
output implementations. Granted, the different implementations are supposed to work as
one solution, with rule-based training set creation followed by Machine learning-based
predictions. However, due to the aforementioned restrictions, this is not planned to be a
finished software solution at the end of the study but rather a proof-of-concept that could
be further developed.

1.7 Target Group

The primary audience, or target group, is, naturally, Fortnox as they desire a solution
that could be used to accomplish current and future business goals. That said, and as
hinted in the Motivations-section, the problem and its specifics are currently seemingly
underdeveloped in the industry and could prove interesting, not only to similar businesses
but also researchers within the area of Machine Learning.

1.8 Outline

First of all, the method will be laid out, including reliability, validity, and ethical concerns
associated with the given approach. Then the implementation will be described, its func-
tionality and limitations. That said, in this particular project, the implementation would
entail either a primitive proof-of-concept, or nothing at all if all approaches failed to de-
liver satisfactory results. The results-section will lay out the actual results of the chosen
approaches and their reliability ratings in regards to provided data sets. Analysis will take
the results to a somewhat more thorough level and investigate what they mean and why
the results are relevant for this paper. Discussion will provide an overview of why (or
why not) the results were satisfactory in relation to the study goals and research ques-
tions. Conclusion will wrap up the findings of the paper and what could be reasonable
future work.
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2 Method

First of all, there were certain constraints on this project that had to be respected. As
previously mentioned, the goal of this project was to investigate whether Machine Learn-
ing could be used to predict the expiration of contractual periods on behalf of Fortnox.
This was in response to previous unsuccessful attempts by Fortnox at finding satisfactory
rule-based solutions to this same problem. This was in part due to its exponential growth
in complexity as more parameters were added in order to increase its accuracy and area of
applicability. Because of this, and the ever-increasing popularity, understanding of, and
usage of Machine Learning, a solution of this type was proposed.

However, it was not known whether this particular issue could be resolved using Ma-
chine Learning methods as it did not appear to have solved sufficiently similar issues in
the past. Despite this problem being a Time Series issue with sequences of payments, the
inherent complexities of the subject domain, such as varying contractual periods, payment
plans, customer-instigated changes, and so on, the viability of an ML-based design could
not be confidently assumed.

To add to this complication, there was no premade dataset of contractual payment
time series available and instead datasets had to be manually selected and verified from
whatever raw data was available as well as fabricated for the explicit purpose of this
study. As such, this project had major inherent uncertainties and there were no tried-and-
tested reference solutions available. Arguably being somewhat of a new venture, a method
capable of accounting for a relatively large amount of unknown variables was necessary.

Additionally, some form of frame of reference would be required in order to explore
the feasibility of Machine Learning methodology adequately and that an ML-based ap-
proach would be sufficiently beneficial to warrant its creation or subsequent development.
Should it not perform better than a rule-based solution, it would be unlikely that Fortnox
would be interested in investigating this further. To accomplish this, a complementary
rule-based solution, tailored to the domain data, was created and used as a point of com-
parison to see whether the ML outputs were preferable. Should the results prove sat-
isfactory, the implementations could serve as a proof-of-concept that could be used by
Fortnox for future developments. This same rule-based solution was also intended to pro-
duce training sets, although that was not a feasible task in this particular study due to
aforementioned data problems.

Finally, due to having access to ground truths in the form of real-world data that
could be used for validation, the study was essentially broken down into two parts, each
employing a specific type of method: design science for the former and controlled experi-
ment for the latter. The first part involved developing the previously established solutions
which were both seemingly new ventures while also requiring a great deal of customiza-
tion to be compatible with the provided ground truths while also accommodating any and
all insights gained from investigating said data. The second part involved validating the
accuracy and performance of the solutions, both the rule-based and the machine learning-
based solutions, using the aforementioned ground truths as well as fabricated data derived
from them. Due to those truths, this validation could be performed in a controlled and
measured way using a selection of real-world examples instead of exclusively theoretical
scenarios. The ultimate goal being to investigate which solution would provide a more
reliable prediction.
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2.1 Reliability and Validity

There were some inevitable concerns in regards to this study, many of which likely
stemmed from the uncertainties inherent in this type of study. Being a purely exploratory
venture, these concerns were not deemed significant by any involved party as they were
considered a natural part of the experiment. The points of concern were the following:
data sources, the rule-based solution, and Machine Learning applicability and subsequent
forecasting accuracy.

The only data source available, at this stage, was internal log files of bookkeeping
records within Fortnox. As such, they did not contain any actual transactions and had
shown, in some cases, to have large amounts of noise. This included, but was not limited
to, incomplete sequences, missing segments, and odd fluctuations - in both the dates and
values of the time series. This data inconsistency could likely be because of time discrep-
ancies between an actual transaction taking place and said transaction being book-kept
in addition to unidentifiable contractual changes and other abnormalities. As such, data
could not be directly extracted and used by the rule-based solution to create a dataset at
this stage. Instead datasets had to be created for the explicit purpose of being used for
this study. This included, as mentioned, a dataset containing samples that had been ex-
tracted and verified from the raw data source and another dataset of fabricated series that
had been created in the former’s image. This was done in order to incorporate ground
truths into the study while at the same time promoting more coverage. However, due to
the inconsistencies in the raw data, the correctness of either dataset could not be entirely
guaranteed - despite domain expert involvement. That said, this was the only data source
available to use for this project: effectively creating a constraint that could not be resolved
at the time being. In response to this, the solutions were fitted to have a degree of leniency
when encountering potential inconsistencies as to minimize the fallout of this particular
complication.

While effectively an independent solution for the purpose of this study, the rule-based
solution came with a number of caveats. It was, and still is, essentially, a rule-based
approach to building time series consisting of sequences of contractual period payments,
including any and all changes that occur during a contractual period (such as something
being added or removed which causes a change to the owed amount), and then producing
estimations of when those series could expire. Those series and expiration assumptions
could then, at a later stage, be used to create training sets, if sufficiently accurate. The
rules themselves correspond to a set of regulations that contractual series are supposed to
follow, provided by domain experts within Fortnox. Abstractions of those same rules are
then used to score all potential series that are discovered in order to select the most likely
sequences for further processing.

Naturally, a rule-based approach is not guaranteed to be accurate, nor was this solu-
tion intended to be perfect at this stage (especially considering the problematic domain
and associated time restrictions). Indeed, it was prone to produce errors and other incor-
rect time series, either on its own or because of noise in the raw input data. That said,
should the results be sufficiently satisfactory, the rule-based logic could either be further
developed, or left as is and be re-evaluated at a later stage. Either way, this would affect
the results of the rule-based solution and in doing so the results of the study overall as the
point of comparison may be at least partially compromised.

The applicability of Time Series was, primarily, assumed based on its ability to solve
relatively similar issues and that the problem data consisted of time-based sequences,
albeit unprocessed and incomplete, and its subsequent forecasts. While not conclusive,
it proved sufficient to warrant further investigation. The used forecasting models were
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chosen primarily based on internal assumptions, but also from overall accuracy ratings
(see, for instance, [4]). That said, the selected models were not guaranteed to provide
the most optimal results which was why the models in question were to be tested and
compared to the rule-based solution in order to determine the most optimal performance
and, at a later stage, disqualify inappropriate or lacklustre models. Furthermore, by having
access to ground truths, it was possible to perform probability calculations which could
be used to measure the prediction accuracy (dependent variable) of the models’ outputs
given domain-relevant data (independent variables), and by doing so, potentially prove
the viability of the models and the design overall. This is despite the arguably roundabout
way of doing so in this particular study due to available data restrictions.

2.2 Ethical Considerations

By default, there were no explicit ethical considerations in an experiment of this nature.
However, there were some potential complications that had to be considered due to cir-
cumstances inherent in this particular project.

Firstly, the project was performed on behalf of an external company. As such, certain
data and/or practises may be intentionally or otherwise infused in one or more areas of
the design and/or analytical process which should not become publicly available. To
account for this, company representatives should be consulted and any parts which are
deemed to be potentially integrity-violating would promptly be excluded from this report.
This means that the experiment contained herein may or may not be entirely reproducible
as data used or assumptions based on company-exclusive insights incorporated into the
implementation may not be available.

Secondly, the used data may or may not include information which can, in some way,
be traced back to one or more individuals that are in some way connected to Fortnox or
its subsidiaries. In such a case, the discriminating information will be promptly excluded
so that the privacy of the individuals in question would not be compromised.

Lastly, while not directly relevant to this study per se, there are countless ethical as-
pects inherent in the use of Machine Learning and AI as a whole. Much like the never-
ending discussion of who is at fault in an accident involving self-driving cars, there are
inherent and unavoidable complications in letting machines make decisions. Regardless
of safety measures and priorities, the outcome does not seem to be completely predicable
and as such not verifiable. This type of issues applies to the use of Machine Learning
in predicting a contractual expiration as it could be inconvenient, both for the service
provider and the customer, if provided predictions cause unnecessary contact. Further-
more, if the same solution is used for more significant and critical operations where, as an
example, automatic signing of contracts is involved or even physical harm is a plausible
outcome, this problem increases exponentially. As for this study, however, this question is
not directly relevant as it is merely a proof-of-concept investigating feasibility, and not a
finished solution that is ready for production (or even intended to be used in production as
of now). Regardless, the study does employ a variety of accuracy measurements in order
to produce a, perhaps somewhat basic, understanding of how this solution could behave
if employed in a real-world environment.
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3 Implementation

The implementation in this project consisted of multiple different stages. This was be-
cause the implementation consisted, in essence, of two different solutions. First, the rule-
based solution, with series discovery and construction along with its accompanying expi-
ration predictions, had to be developed. Once that was done, a method of converting the
output of the rule-based solution to a Machine Learning-friendly format was necessary.
Lastly, the ML-models themselves had to be implemented and trained on the produced
datasets (which were created with the help of the conversion solution).

Because of these stages, this section will be divided into a number of subsection, each
dealing with its own particular stage. An example will be included throughout to show
how each stage affects and transforms a particular input. Note that the example is simple
in nature for the sake of clarity and it is entirely random and is not linked to Fortnox in
any way. Additionally, the example has been truncated (indicated by "...") which denotes
that similar instances (increasing date of payment but with the same amount) have been
omitted. The example input can be found in table 1 below.

Date Amount
2012-01-03 295
2012-02-01 295
2012-03-02 304
2012-04-02 304
2012-05-01 341
... 341
2013-03-02 364
... 364
2013-07-03 253
2013-08-02 364
... 364
2014-03-02 370
... 370
2015-03-04 379

Table 3.1: Example of input payment series.

3.1 Rule-based Data Extraction & Re-purposing

In this section, the discovery and construction of time series (in this case: payment series)
from raw data that is in no particular order will be described. This includes all steps
of each of those processes. The first step is producing all potential series that could be
derived from the available payments (a simplified overview of this process can be seen in
Figure 3.1), after which the produced series are scored based on a number of criteria. The
highest scored series are then selected to be transformed into a training set. This entails
producing rule-based expiration predictions for each selected series and then converting
the entire dataset into a format that is usable for a standard Machine Learning algorithm.
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Figure 3.1: Time Series Construction Process

3.1.1 Time Series Construction

The first step is to match identical, or as good as identical, payment entries with each
other to produce very basic series. Those series follow very basic rules, such as follow a
certain interval denominator and have roughly the same payment amount, give or take a
few percent to accommodate minor fluctuations. However, this produces very simplistic
series and does not account for the often turbulent fluctuations found in many real-world
payment series, but does serve as a basis for further processing. In terms of the example
series, this stage would connect the series: 295, 304, 341, 364, 364, and 370, with the
leftovers being 253 and 379.

As such, the next step entails attempting to discover potential series by connecting
those series to each other and to any other leftovers from the previous step. This is done
semi-recursively using a Queue-like data structure where each newly discovered series is
added to the back of the queue. This is because each discovered series could in turn offer
one or more additional potential series that require processing. For example, a leftover
entry could act as a connector between two different series. At this stage, the entries go
through stricter selection criteria than the previous step. As all selections are based on the
earlier given series, the intervals have to match so that yearly payments are not connected
to monthly ones, and so on. The fluctuations in payment amounts, while more lenient
than before, are still restrictive based on advice given by Fortnox. This is, in general, due
to payment series generally having little, if any, fluctuation outside of anomalies.

This is done until the pool of potential series has been exhausted and there are no
more series left to discover. As for the example series, this would connect the 295s to
304s, then to the 341s and 364s. The second set of 364s would then be connected to the
370s. Finally, 379 would be appended as a fitting leftover, leaving 253 as the final leftover.
As could be observed in the previous step, the entry with 253 is still unassigned after both
steps whereas it would appear to be a fitting connector between the two 364 series which
in turn would connect the independent series fragments into one whole, complete, series.

13



Additionally, while not present in the example series, there is a variety of different ab-
normalities that can appear in otherwise perfectly fluent series. Those include, as demon-
strated above, volatile fluctuations as well as overlapping or missed payments altogether.
To account for those special cases, an additional step had to be introduced which would
attempt to connect and complete potentially abnormal series. This was determined af-
ter domain experts at Fortnox concluded that various contractual factors, human error,
software faults, amongst many other, could cause more inconsistencies than what had
originally been assumed. This issue is of extra significance due to, as previously men-
tioned, the raw data containing bookkeeping entries and not actual payments. This makes
it further susceptible to date inconsistencies as there is not necessarily any direct time con-
nection between the two events. For the example series, the output would be a complete
series, using the unassigned 253 to connect the two series into one whole.

3.1.2 Time Series Scoring

The final step in the time series creation process is the scoring and selecting of the most
likely, and indeed promising, series. This is done by calculating a score for each series
based on a variety of different factors, all deemed important by consulted domain experts.
This is intended to weed out undesirable, unlikely (or even impossible), or otherwise
poorly constructed series and provide only the best series for further processing, even
if this would, in rare cases, result in no series at all. The used criteria and method of
score calculation are based on simple foundation and designed to be easily modifiable so
that criteria can be added or removed as new information becomes available in further
developments. The used criteria are listed below:

• Series Length

• Series Span

• Span Accuracy modifier

• Span Type modifier

• Amount Consistency modifier

Series length (L) is an integer that, simply, represents the length of the series and
correlates to the n data points, or entries, found in the series. This measurement is used to
promote series that use more data points than those that use few.

Series span (S) is an integer that represents the total span of the series, as in the n
months covered by the series, starting at the first data point and spanning the entire series
up to the last data point. This measurement is used to promote series that span a longer
period of time as those are not only preferable but indirectly balances out the low score
gained from series length for, for instance, yearly payment series.

Span Accuracy modifier (A) is a floating point number between .75 and 1 that rep-
resents how well each entry abides by the target interval window. As an example for a
monthly series, how close to a month there is between each entry. This is achieved by
retrieving the aforementioned difference between each set of entries, calculating an aver-
age, and then inverting it by dividing 1 by the result. This measurement is used to promote
series where the payment intervals are consistent with little fluctuation.

Span Type modifier (T) is an integer representing a unique modifier for the relevant
interval window. This measurement is used to promote series that are of either a preferable
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or more likely interval. An example would be a monthly series being preferred over a
quarterly series as those are, according to domain experts, far more common. Due to the
dynamic nature of this particular modifier as different use cases prioritize different spans
and differences in the structure and consistency of available data, there is no universal
truth to what those modifiers should be. However, in this case where monthly payment
intervals are significantly more common, a good starting point would be something like:
monthly: 2, yearly: .5, quarterly: .25.

Amount Consistency modifier (C) is a floating point number between .75 and 1 that
represents how faithful each payment amount is to the overall series. For a series of iden-
tical, or very similar payment amounts, this modifier would return a higher number than
a series where payments fluctuate wildly. This is achieved by retrieving the difference in
payment amount between each entry and that of the average for the whole series, calculat-
ing an average, and then - just like before - inverting it by diving 1 by the result. However,
due to inconsistent, yet legal, series this modifier had to be capped as not to invalidate
otherwise valid series. This measurement is used to promote series that have consistent
payments as those are, generally, more common.

Finally, the score for any given series is calculated as follows: (L + S) * A * T * C. The
highest scored series are then extracted from the pool of available entries (corresponding
to the initial pool of unconnected entries). This is intended to accommodate overlapping
or even duplicate series, allowing for a series to be extracted multiple times if a sufficient
amount of entries are present to construct more than one. This extraction process lasts
until either the pool runs out of entries or there are no more series to attempt extraction.
An example of desirable - and very consistent - series, being the running example input,
can be seen in Figure 3.2 where scored attributes (such as abnormalities and span and
amount consistency) have been highlighted.

3.1.3 Training Set Creation

Figure 3.2: Periods Making up a Contract

The previous two sections have dealt with the actual creation of payment series out of raw,
unordered data. The next step is to use the created series, assign a reasonable rule-based
expiration assumption to each series, reformat the series into a Machine Learning-friendly
format, and finally produce a training file that can be used in further processing. Those
assumptions are based on the notion that each series is split into one or more subsets of
contractual periods, where each period, in accordance to standard domain practises, runs
for one year regardless of payment intervals. Because of this, the point of interest in each
series is the start of the latest period which can then be used to calculate the month when
the ongoing period ends and thus when the contract itself expires. Refer to the example
input in Figure 3.2 for how periods construct a complete contract.

However, since some series are known to be incomplete, the first data point of a series
cannot be assumed to be the start which requires a more complex approach to discovering
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the latest period. As such, the points of change in each series need to be investigated in
order to discover any contained periods. However, due to fluctuations and other abnor-
malities, this task is often not as clear cut as simply identifying fluctuations. Furthermore,
contractual payments are always paid in advance which has to be taken into consideration.

By looking at the last known data point and working its way backwards as long as
the payment amounts remain consistent, identifying the latest known period comes down
to determining, with adequate accuracy, when the consistency ends. This point could, if
significant enough, represent a period start (which are generally slightly divergent from
the period that is started), an unusually bold fluctuation, or alternatively a data point
belonging to a different period entirely. Which alternative it is should be possible to
determine by looking at its surrounding data points.

If the data points opposite to the divergent data point are consistent with the initial
data points, then it is likely a fluctuation. If the opposite data points are consistent with
the divergent data point it is likely a new period entirely. If they fulfil neither of those
two conditions, it is likely a divergent start for the current period. There are exceptions to
this and they will be discussed in later sections, but examples of all of those cases can be
seen in Figure 3.2. Once the latest period start has been determined, the margin between
the latest start and the last know data point is calculated. Since all periods are one year
in length, removing the result from a complete year results in an assumption of how far
into the future the series ends from the last data point, and from this an expiration date
can be derived. For the example series, the latest payment of 379 would be interpreted as
the start of an entirely new period (judging by how the previous segment, 370, stretches
an entire year and thus creates a complete period) with an expiration assumed to be 12
months into the future as payments are always made in advance.

Once the series have been assigned their respective expiration, the format of the series
has to be adjusted to allow for learning. As has been previously established, Machine
Learning is based on learning (or detecting) patterns and then making predictions based
on previously observed patterns. As such, the payment series have to be in a format that
highlights observable differences in order to form intelligible patterns. To do this, the
latest 12 months of each series was selected to highlight payment developments during
the most recent period. This selection is specifically used due to its ability of showing a
vast variety of period appearances and how they interact with other periods in any given
series. Starting at the latest data point and going back 11 months in time, all fluctuations,
inconsistencies, and otherwise spanning an entire contractual period are captured and used
for learning. In practise, this results in an array of payment amounts ranging from month
0 to -11. For the example series, this would produce an array like this: [370, 370, 370,
370, 370, 370, 370, 370, 370, 370, 370, 379].

The series converted into this format, each together with its associated expiration, is
then saved as a training set in .csv format where the headers denote how far back in the
past that each value is situated as well as one column for the expiration. An execution
could look like the sample below, and a sample training set can be found in Appendix 1.

> py parser.py "raw.csv" "training.csv"
Parsing file at /raw.csv into a training set.
[X] Success! Initial series have been produced.
[X] Success! All potential series have been discovered.
[X] Success! Series have been scored and extracted. Total: 82.
[X] Success! Series have been assigned points of expiration.
[X] Success! Series have been transformed.
[X] Success! File has been created.
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Done! Results have been saved to /training.csv.
> py parser.py "raw.csv" "series.csv" --seriesonly
Parsing file at /raw.csv and printing resulting series.
[X] Success! Initial series have been produced.
[X] Success! All potential series have been discovered.
[X] Success! Series have been scored and extracted. Total: 82.
[X] Success! File has been created.
Done! Results have been saved to /series.csv.
>

3.2 Time Series Forecasting

With a training set available, the next step is to fit a Machine Learning model with it and
produce predictions that can be compared to the rule-based ones in order to determine
which is the most accurate. To do this, the library sklearn is used to implement and train a
machine learning model, primarily that of a Neural Network but also a Tree Decision clas-
sifier for testing purposes. The input training set is normalized to avoid large fluctuations
negatively affecting the results. Model-specific accuracy is then measured by predicting
the training set itself and then through 5-fold cross validation. A sample of two standard
executions (single and multiple) using a training set to produce ML-based predictions can
be found in the example below (the input has been truncated as indicated by "..."). The
output format is identical to that of the parser, parser.py.

> py predict.py [..., 370, 370, 379] "training.csv"
Predicting single expiration.
Model: TreeDecision classifier, fitted with /training.csv.
Done! Contract is predicted to end in approx. 12 months.
> py predict.py "series.csv" "training.csv" --out="result.csv"
Predicting expiration of series in /series.csv.
Model: TreeDecision classifier, fitted with /training.csv.
[X] Success! Predictions have been produced.
[X] Success! File has been created.
Done! Results have been saved to /result.csv.
>
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4 Results

In this section, the results of this study will be presented. This includes the results of
each step as described throughout this paper. First, the accuracy and performance of the
series-parser and creator will be presented. Then the results of the expiration predictions,
both rule- and ML-based, will be presented. All measurements are performed using a
mixture of manually fabricated verification data that has been approved in coordination
with domain experts, as well as real-world examples (ground truths) provided by Fortnox.
Due to containing those incriminating ground truths, the used datasets have not been
included in this paper.

4.1 Rule-based Series Discovery & Creation

In this section, the accuracy of the series discovery and subsequent creation will be pre-
sented. The verification of the rule-based series creation was performed using a dataset
containing 50 manually constructed (fabricated series for the explicit purpose of verifi-
cation) and 50 verified (ground truths provided by Fortnox) series of varying length and
complexity. Each entry was created or selected with the explicit purpose of providing an
as diverse basis of verification as possible, as well as a means of measuring theoretical as
opposed to real-world series. The verification series were then identified using parser.py
and the output series were verified against a key. The results can be seen in Table 4.2.

Type Count Correct Percent
Fabricated 50 48 96%
Real-world 50 39 78%
Total 100 88 88%

Table 4.2: Accuracy of Rule-based Series Creation

As can be seen in Table 4.2, fabricated series were easier for the algorithm to discover
with an accuracy of 96%. Real-world series were slightly more difficult to discover with
an accuracy of 78%. Overall, for all of the 100 verification series, 88% were accurate.

4.2 Rule-based Expiration Prediction

In this section, the accuracy of predicting series’ expiration using rule-based methodol-
ogy will be presented. Like for the series discovery and creation, the same dataset of
50 fabricated series and 50 real-world examples was used, this time with each series be-
ing assigned an expiration. Those points of expiration have been assigned to the actual
periods contained within the series as to increase coverage and promote higher quality
measurements. As for the real-world examples, 40 were the same as used previously with
an addition of 10 new ones. This discrepancy was because some of the initial series had
missing expiration data and were therefore not viable to use at at this stage. Like before,
the goal was to be able to measure success with fabricated series as opposed to real-world
series. Furthermore, the series were constructed in advance as to keep the prediction accu-
racy measurement independent of the series creation process and accuracy. The respective
expiration of each verification series was identified using parser.py and the output training
sets were verified against a key. The results can be seen in Table 4.3.
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Type Count Correct Percent
Fabricated 50 50 100%
Real-world 50 36 72%
Total 100 86 86%

Table 4.3: Accuracy of Rule-based Expiration Predictions

As can be seen in Table 4.3 and similarly to the creation accuracy, the expiration of fabri-
cated series was easier for the algorithm to predict with an accuracy of 100%. Real-world
series were more difficult to predict with a total of 72% of the series correctly predicted.
Overall, for the entire sample of 100 series, a total of 86% of series were correctly pre-
dicted.

4.3 Machine Learning-based Expiration Prediction

In this section, the accuracy of predicting series’ expiration using machine learning will
be presented. The prediction accuracy was measured using two different models, Neural
Network3 and Tree Decision Classifier. First, the accuracy of Neural Network and Tree
Decision classifier was measured individually by predicting their respective training sets
as well as through 5-fold cross validation4. The library sklearn was used to perform these
measurements. The training sets will consist of the same fabricated and real-world exam-
ple datasets, with the same pre-created series (this time pre-processed into an appropriate
format), as was used for the rule-based predictions. This was done in order to produce
results comparable to that of the previous step. However, to complement this, the same
measurements will be performed for both models using a combination of both datasets.
This was done in order to produce more meaningful results during 5-fold cross validation
due to the low data count. The results of the accuracy measurements of the two models
on their own individual datasets can be found in table 4.4, and the results of the accuracy
measurements of the two models on the combined dataset can be found in table 4.5.

Datatset Model Count Accuracy 5-fold Accuracy
Fabricated Neural Network 50 92% 58%

Tree Decision 50 94% 56%
Real-world Neural Network 50 100% 24%

Tree Decision 50 100% 22%

Table 4.4: Accuracy of Machine-learning Models on Individual Datasets

As can be seen in the table above, fabricated series were easier to predict through 5-fold
cross validation with an accuracy of 56-8% compared to 22-4% whereas the opposite is
true for the real-world examples which had an accuracy of 100% as opposed to 92-4%.

3Neural Network was set to 2,000 maximum iterations with a random state of 42.
410-fold could not be utilized due to available data limitations.
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Model Count Accuracy 5-fold Accuracy
Neural Network 100 91% 49%
Tree Decision 100 97% 37%

Table 4.5: Accuracy of Machine-learning Models on Combined Datasets

As for the combined datasets, Neural Network performed better at 5-fold cross validation
with an accuracy of 49% as opposed to 37% whereas Tree Decision classifier otherwise
performed better with an accuracy of 97% compared to Neural Network’s 91%. Across
all tests, on average, Neural Network had a slightly higher accuracy of 69% as opposed
to Tree Decision’s 67.7%.
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5 Analysis

In this section, the results laid out in the previous section will be analysed and given
meaning. However, it is important to note the relatively low sample size of the utilized
datasets, both on their own but also in their combined form. The reason for this lack of
data items is twofold: first, the amount of effort and time required to create and validate
series vastly exceeded that of what was available for the project; second, there was a
scarcity of available real-world samples, most of which were invalid or otherwise unfit
for this study, which could have caused an imbalance in the results should the fabricated
series have been used to pad the datasets extensively.

Furthermore, there is an assumption that fabricated series were to perform better than
real-world examples. The reason for this is due to the nature of series and how the algo-
rithm was developed. According to domain experts, relevant contractual periods followed
a certain set of basic rules and would be composed of specific periods that operate within
a given frame of date and payment fluctuations (as discussed in the Implementation-
section). As such, the algorithm, and the fabricated series for that matter, was designed
accordingly and emphasized discovering series that followed the given rules, while still
having a certain level of leniency for the abnormalities that had been observed in the
real-world examples. Naturally, as a consequence, series that do not follow those rules,
oftentimes being excessively abnormal real-world examples that may or may not have
incorrectly book-kept entries (as discussed earlier), are more difficult, or sometimes even
impossible, to discover.

Despite this, a few conclusions can still be drawn - although they should, just like the
results themselves, not be considered to be representative but rather suggestive of overall
implementation performance and machine learning validity. For ease of reference, the
analysis has been split into subsections which each corresponds to their respective result.

5.1 Series Discovery & Creation

In terms of series discovery and creation, the algorithm performed quite well: correctly
identifying and constructing a total of 88% of all tested series. As could perhaps have been
expected, fabricated series were easier to identify with an overall correctness increase of
18% compared to the real-world examples. While the difference in identification correct-
ness may not have been as significant as could have been assumed, the reason for the
increase in correctness is likely because of the fabricated nature of the series and the dif-
ficulty of perfectly mimicking the often chaotic and unpredictable state of the real-world
examples. As mentioned above, fabricated series were created to adhere to the given rules
while at the same time attempt to mimic as many abnormalities (such as gaps and signif-
icant fluctuations) as possible. Oftentimes, this entailed producing functional series and
then deliberately tearing them apart or injecting various series-breaking flaws, which can
be seen in the failing fabricated series which all contained multiple gaps that prevented
proper series construction. However, as can be seen in the results, the ability to mimic
and successfully sidestep a variety of artificial abnormalities falls short of appropriately
navigating the chaos that is real-world series.

That said, this could also indicate that real-world examples may not necessarily adhere
to the given rules as reliably as was originally anticipated. As an example, it is possible
that changes during the contractual period or other types of adjustments are more common
than expected. It could also, as discussed in previous sections, be an issue of the available
data being derived from book-kept records rather than actual transactions which may
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cause, among other things, unintended date fluctuations which in turn create unnecessarily
complex series.

Overall, this does suggest that using a rule-based solution to create series from raw
data appears to be viable. However, the difficulties that could arise from the lower accu-
racy of constructing real-world series should not be understated. While the performance
using mixed datasets that include fabricated series is indeed quite promising, should the
algorithm be left to operate in an exclusively real-world environment, reliability could,
and probably would, become an issue. Naturally, with further work and more reliable
data sources, those issues could be minimized.

5.2 Rule-based Predictions

As established at the start of the study, Fortnox has attempted to solve this problem using
rule-based solutions in the past. However, they were never successful in finding a wholly
satisfactory solution. While a correctness requirement was never provided, a cut-off point
of 50% was established as a basis towards which to strive. As such, the algorithm per-
formed far better than required: correctly predicting the expiration of 86% of all tested
series which is well above the cut-off point. Like before, the points of expiration of the
fabricated series were notably easier to predict than those of the real-world examples, with
a flawless accuracy of 100% as opposed to 72%. Now, the reasons for this discrepancy
could be many - and it is worthwhile to mention that the predicted series were provided as
is, without any discovery and creation phase (as explained in the Results-section), which
is why the prediction accuracy could be higher than the creation accuracy.

At this stage, problems generally stem from having a less-than-ideal data source which
in turn produces complications such as violent or inconsistent date fluctuations as well as
series with periods that contain payments that have consistent fluctuations throughout.
Other problems relate to that of maintenance and, as [4] notes, complicated develop-
ment. Being a rule-based solution, the designer needs to "foresee and provide solutions
for all possible situations" [4] and should one or more rules change, potentially extensive
changes to the algorithm may have to be made.

The first complication becomes apparent during the scoring of potential series. While
series are given a higher score if their respective payment occurrence dates come at con-
sistent intervals that correspond to their intended span (monthly, yearly, and so on), this
may completely invalidate an otherwise valid series because payments were book-kept
either before or after the actual payments took place. This can be mitigated by allowing
dates to fluctuate slightly and by imposing a cap on the score given based on span ac-
curacy. This would allow for some degree of inconsistency in book-keeping while also
not completely invalidating the series’ score. At the same time, however, it may produce
invalid series if data points with similar dates and payment amounts are available which
may then be given a similar or higher score than an abnormal valid series due to the score
cap.

The second complication arises during the actual prediction phase. This is due to
problems with period identification because of payment fluctuations. As previously de-
scribed, periods represent a 12-month span, and a series can be made up of several periods.
They can normally be told apart by looking at notable fluctuations in the series and their
surroundings as a new period usually starts with a significant fluctuation. That said, real-
world examples often have semi-consistent fluctuations throughout, such as [350, 350,
352, 350, 352, ..., 380], which requires a work-around such as allowing payments belong-
ing to a given period to fluctuate by, as an example, 5%, which provides much-needed
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leniency in processing this type of series (and, correctly identifying 380 as a new period).
While this generally works well, should those fluctuations be too consistent while the
fluctuation amount is minor, this type of solution would cause the periods to coalesce;
making them indistinguishable from one another and effectively making period identifi-
cation impossible.

That said, if there are truly no defining fluctuations, such as 380 in this case, this
would likely be an issue regardless of whether this solution is employed. This is due to
there being no reliable way of determining to which period each payment belongs. For
instance either 350 or 352 could indicate a new period or they could all belong to the
same. It could be assumed that the first data point is the start of a series (and as such the
start of the first period), but this is not accurate as raw series were generally not provided
in their entirety, as in including their definite starting dates, but rather at an arbitrary point
during a period. Because of this, solutions such as piecing together complete years was
not a viable work-around for this particular issue.

Those two complications both, eventually, result in difficulties in determining the
starting point of the most recent period of a series. This, in turn, leads to inaccurate
expiration predictions as those are based on detecting the start of the latest period and
calculating the offset to reach a full contractual period: a complete year.

Overall, the results suggest that a rule-based approach could serve as a solid start-
ing point, but troubles in regards to maintenance, data sources, and potentially under-
developed period identification would likely invalidate it as a more permanent solution.
This becomes evident when looking at the lacklustre accuracy for real-world examples,
whereas the flawless predictions of the fabricated series suggest that those did perhaps
not adequately mimic the relevant abnormalities and complications found in real-world
examples. That said, the accuracy performance could likely be greatly increased with
further work on the period identification module and a more reliable data source.

5.3 Machine Learning-based Predictions

As for the Machine Learning-based predictions, they generally surpass the cut-off point
with generous margins, although with some 5-fold accuracy results slacking behind sig-
nificantly. Here, there was no significant difference in general accuracy performance
between the datasets or the models, all landing at 91% or above. 5-fold accuracy was ex-
pected to be lacklustre due to data unavailability and performed significantly worse across
the board. Despite this, the 5-fold accuracy for the combined dataset is only slightly below
the cut-off point, at 49%, using Neural Network, which, incidentally, performed slightly
better overall whereas Tree Decision had a higher overall general accuracy. However, due
to the low amount of data and the similarities in general accuracy, it is important to note
that no significant conclusions can be drawn at this point.

That said, the results suggest that Machine Learning-models would indeed appear
capable of learning the relevant patterns needed for the task at hand which can be derived
from general accuracy rates of 91% and above, where Tree Decision performed slightly
better. Neural Network, on the other hand, had a higher 5-fold accuracy which suggests
that it is slightly better suited at recognizing the relevant patterns at lower data amounts.
However, the potential impact of complications arising from data unavailability cannot be
overstated as it likely reduced not only accuracy but also reliability of the results. This is
because cross validation loses reliability the less data there is while the models themselves
depend on a healthy and varied training set. As such, it would seem feasible to assume
that the results would have been better should there have been a larger pool of reliable
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data to use as a training set.
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6 Discussion

In this section, the research questions that were presented in the Introduction-section will
be answered based on the conclusions drawn in the previous section. The two questions
are as follows:

1. Can a contract expiration be predicted with acceptable accuracy using Machine
Learning methods (in this case, Time Series Forecasting)?

2. Is the accuracy better than, or comparable to, a rule-based prediction approach?

For the first question, the results indicate a high probability of Machine Learning-models
being able to learn the relevant patterns in payment series and fluctuations in order to
forecast a series’s (contract) expiration successfully. As noted, however, the data unavail-
ability does make the result unreliable, despite the ostensibly high accuracy rate outside
of 5-fold cross validation. As such, the results are suggestive of positive overall Machine
Learning viability, but acceptable accuracy cannot be guaranteed. It could be argued that
the average accuracy for both models was 67.7% compared to 69% which is well above
the cut-off point at 50%, but the data issues - as well as the lacklustre 5-fold performance
- makes it unfeasible to assure, or even assume, satisfactory accuracy should these predic-
tions be used in production.

That is not even considering the increase in uncertainty should the solution be em-
ployed in its entirety, as in the complete cycle of series discovery and creation, rule-based
predictions, creation of a training set, and finally Machine Learning-based predictions.
Despite the arguably promising results of each step, the accuracy deficit of each step stack
on exponentially through the process and could result in a completely unreliable training
set primarily consisting of lies rather than truths. Furthermore, the presented results were,
as previously stated, produced using isolated datasets that had been either created specif-
ically for this study or extracted from real-world samples and verified for applicability.
As such, the uncertainty increases further should any and all raw data be used to create a
training set in a real-world scenario.

That said, with more and better data, such as actual transactions rather than book-
keeping entries, and further work on the algorithm, it is likely that the results would
be much better and as such increasing the accuracy of the predictions. Similarly, could
the rule-based steps be removed altogether, such as procuring an extensive dataset of
confirmed payment sequences that could used as a training set, it stands to reason that the
performance of the predictions would be far more satisfactory. With all of this in mind,
the conclusion would have to be a tentative yes. If and when more reliable results become
available, this could change.

For the second question, as was already touched upon, the low sample size prevents
any overly meaningful conclusions to be drawn. However, the results do suggest that
a ML-based solution is comparable to, and in some instances better than, a rule-based
solution. That said, ML-based predictions had an overall better performance than the
rule-based ones, as seen by, for example, the higher accuracy of real-world examples. In
the end, the conclusion would be another tentative yes, but with the caveat that this would,
as discussed earlier, likely change depending on the amount and quality of available data
as a ML model is highly dependent on a healthy training set.
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6.1 Similarities of Findings

While no strictly similar studies were found, other studies, such as [5] and [10], found
Time Series Forecasting to be beneficial to their Time Series-related problem. Like in
those studies, Fortnox was confronted by sequences of consecutive date:value-pairs. In
this case, they consisted of book-kept entries containing the date of payment (in theory)
and the amount that was paid. By converting these pairs into Time Series, it became
possible to Forecast (predict) future values, in this case the final payment and in doing so
the expiration, with promising results.

Similarly, in [10], the dates represented points of observation whereas the values rep-
resented recorded SO2 and SO4 levels in the air. Time Series Forecasting was then used to
predict volcanic air pollution in Hawaii that could then be used for a variety of purposes.
While the results were promising, the author concluded that the solution was capable of
learning the general problem, it was less effective at predicting extreme events - similarly
to how this study’s solution was less effective at predicting the expiration of series with
extreme abnormalities (something that is likely to apply to the ML predictions as well).
Unlike this study, however, Neural Network was found to have inadequate performance
compared to other models.

Likewise in [7], the dates represented points of observation whereas the values repre-
sented road safety observations such as traffic accidents or kilometers driven. A variety of
Time Series-related analytical methods were employed in an attempt to reduce the risk of
making incorrect inferences (predictions) using said data. The authors found that while
all models had their pros and cons, dedicated time series analysis provided the best over-
all performance and accuracy, with the caveat that an excessively large dataset would be
needed to sustain the desired performance - similarly to how this study was negatively
affected by a lack of data.

6.2 Effects of Study

As for whether the outcome of this study will positively affect the relevant industries
remains to be witnessed in potential future endeavours into predicting the date of future
events using Machine Learning. As mentioned in previous sections, this study did not, nor
was it intended to, necessarily create something new. Using Machine Learning for Time
Series-based analysis and prediction of various types of variables is nothing new, and
instead this study applied the same basic methodology, with some changes, to a previously
untested use case: predicting the independent variable, the timestamp, of a Time Series
rather than some other variable of interest. The results of this study are very suggestive,
but naturally not entirely conclusive, of that Time Series analysis can indeed be used to
predict even the timestamp should some alterations be made to the prediction process and
the format of the data used - depending on the level of accuracy that is desired. This
knowledge could be useful in a variety of industries and sciences, as touched upon in
the Introduction but indeed for contractual purposes, where the actual date of a future
prediction, instead of or in addition to the actual predicted value, is of interest. Future
additions or developments in this field could naturally improve the overall applicability of
using Time Series this way, but this study could serve as a step, albeit small, for a more
accurately predicted tomorrow.
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7 Conclusion & Future Work

The aim of this study was to investigate the viability of using Machine Learning-based
methodology to Forecast (predict) the expiration of contracts consisting of sequences of
date:payment-pairs, and whether it would perform better than a rule-based solution with
the same purpose. It did not place any expectations on how extensive the solution would
be, how accurate it should be, or how generally applicable the results would be, and was
merely checking for feasibility. To do this, a variety of algorithms were implemented to
solve the following problems: rule-based identification and construction of Time Series
from raw data, produce and assign rule-based expiration predictions to each series (con-
tract), and finally convert the series and associated points of expiration into a Machine
Learning-friendly format (a training set). This training set was then used to train two
Machine Learning models that could then Forecast a contract’s expiration.

While the results were not conclusive, they do suggest that Machine Learning models
are indeed capable of learning the problem at hand which would indicate overall viability
of Machine Learning methodology as a solution to this type of problem. That said, the
study had a number of limitations, primarily in regards to data availability, which makes it
difficult to draw any conclusions in regards to the accuracy of the implemented solutions.
While accuracy ratings were generally on the high side and the Machine Learning-based
predictions were, on average, better than the rule-based ones, the lack of datasets avail-
able for training and testing makes the results unreliable. Despite this, while the results
could likely not be seen as representative of actual performance, they could serve as an
indication of overall viability, both for Fortnox and the relevant industries, but also to to
promote future studies of Machine Learning applicability and performance for this type of
task. Despite this study being focused on a very particular domain, it stands to reason that
similar solutions can be applicable for other, similar problems. As seen in other studies
such as the ones mentioned in this study, it is likely that Machine Learning models can
learn similar issues that consist of Time Series, such as date:payment-pairs. Naturally,
this is largely dependent on the model chosen and how the training sets are created.

As the most significant problems of this study were in regards to an insufficient
amount of good data, the most apparent improvement would have been an attempt at
procuring more data to use for training and testing. As mentioned earlier, there was a
real-world example scarcity and the processing was costly which means that data acquisi-
tion was a difficult and time-consuming task. That said, this study was primarily intended
to investigate the viability of Machine Learning to solve a specific problem and not to
develop an extensive rule-based solution. As such, the results could likely have been im-
proved if more time would have been invested in producing testing datasets rather than
developing the rule-based algorithms. Naturally, this would have resulted in lower per-
formance of the rule-based solution which could have negatively affected the comparison
factor, but would likely have increased the reliability of the results overall - especially
since the actual training datasets were independent of the rule-based algorithms anyway.

There is arguably an abundance of other approaches to the topic of Machine Learning,
or Artificial Intelligence in general, as there appears to an insatiable demand for intelligent
solutions to all kinds of problems - big or small. However, as mentioned in previous sec-
tions, the applicability of Machine Learning in the prediction of a contractual expiration
appears to be an underdeveloped area with seemingly no work readily available outside
of studies that deal with Time Series Forecasting in general. While the results of this
study could be indicative of overall Machine Learning viability and performance, it is far
too inconclusive and limited to have much validity or applicability outside of its scope,
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and perhaps not even there. More work could be done in the examination of Machine
Learning applicability for contractual predictions as this could prove crucial for future
developments and ML utilization in related areas and industries. This also applies to us-
ing the same or similar methodology to solve other problems that can be broken down
and produce a similar training set in order to investigate applicability in other areas.

In a similar vein, and has been mentioned throughout this study, procuring more and
better data for this type of study is very likely to produce much better results, especially
if it includes more examples of each category. Several examples of improvements like
this have been provided already, such as producing more fabricated series, finding a data
source where extensive processing is not needed, or having an implementation that can
reliably convert raw data into a usable training set. Although, as [7] notes, satisfying
the dataset requirements to obtain optimal Machine Learning model performance is not
always feasible. Additionally, more work dedicated to implementing a more extensive
rule-based solution, together with more and better data for testing purposes, could provide
a completely different take on this issue. While this study is suggestive of the performance
of ML-based solutions surpasses that of rule-based solutions, more work confirming its
adequacy could prove useful. Those are but a few suggestions and the list of potential
future work remains long.
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A Appendix 1

This is a sample of the fabricated dataset that was used to train and test the ML models.

m-11,m-10,m-9,m-8,m-7,m-6,m-5,m-4,m-3,m-2,m-1,m-0,months_until_expiration
224,224,224,224,224,224,224,224,224,224,224,224,1
3511,3511,3511,3511,3511,3511,3511,3511,3511,3511,3511,3511,1
672,663,663,663,663,663,663,663,663,663,663,663,1
1789,1789,1789,1789,1789,1789,1789,1789,1789,1789,1789,1789,1
0,250,250,250,250,250,250,250,250,250,250,250,2
0,793,793,793,793,793,793,793,793,793,793,793,2
0,388,388,388,388,388,388,388,388,388,388,388,2
1358,1358,1399,1399,1399,1399,1399,1399,1399,1399,1399,1399,3
963,963,963,972,972,972,972,972,972,972,972,972,4
0,0,0,252,252,252,252,252,252,252,252,252,4
2385,2385,2385,2435,2435,2435,2435,2435,2435,2435,2435,2435,4
527,527,527,0,233,232,233,232,233,232,233,232,5
0,0,0,0,0,437,485,485,485,485,485,485,6
0,0,0,0,0,202,202,404,202,202,202,202,6
2520,2520,2520,2520,2520,2600,2600,2600,2600,2600,2600,2600,6
0,0,0,0,0,0,300,416,416,416,416,416,7
0,0,0,0,0,0,234,292,234,234,234,234,7
0,0,0,0,0,0,644,644,644,644,644,644,7
0,0,0,0,0,0,1289,1289,1289,1289,1289,1289,7
988,988,988,988,988,988,1020,1018,1018,1018,1018,1018,7
0,0,0,0,0,0,0,376,370,370,370,370,8
0,0,0,0,0,0,0,796,796,796,796,796,8
0,0,0,0,0,373,373,341,341,341,341,340,8
0,0,0,0,0,0,0,247,259,259,259,259,8
0,0,0,0,0,0,0,0,3333,3333,3333,3333,9
0,0,0,0,0,0,0,0,0,2886,2886,2886,10
1236,1236,1236,1236,1236,1236,1236,1236,1236,1266,1266,1158,10
852,852,852,852,852,852,852,852,852,852,1859,1859,11
11066,11066,11066,11066,11066,11066,11066,11066,11066,11066,13279,11211,11
859,859,859,859,859,859,859,859,859,859,859,878,12
597,597,597,597,597,597,597,597,597,597,597,591,12
552,552,552,552,552,552,552,552,552,552,552,667,12
1044,1044,1044,1044,1044,1044,1044,1044,1044,1044,1044,1069,12
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