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Abstract 

Ahlstrand, Emma (2018). Metal ions in life: towards accurate computer-aided studies of 
protein-ion interactions, Linnaeus University Dissertations No 312/2018, ISBN: 978-91-
88761-37-8 (print), 978-91-88761-38-5 (pdf). Written in English. 
The importance of ions in life sciences can not be overstated. The interaction between 
metal ions and proteins is vital because it is involved in a variety of biological processes. 
The ions contribute to stability and function of proteins. Moreover, they are relevant in 
disease progression. 
Realistic computer simulations pave the way for drug development, through providing 
detailed insights into the dynamics of proteins and various biological processes that 
occur in the body. Such information can be impossible to achieve through experiments 
of living subjects in vivo or from test tube experiments in vitro alone. However, 
theoretical methods have to result in accurate predictions. In my thesis, I studied 
different ways to handle the ions in simulations. Since the systems contain thousands of 
atoms the calculations are demanding. Despite the availability of computer clusters, the 
com putational capacity is not sufficient. I have examined the simplified models used in 
simulations of larger systems (e.g., whole proteins) to pave the way for improvements of 
the simulation models. 
Different ions have different effects on biochemical systems and it is important to be 
able to distinguish between them. Thus, from a biochemical point of view, it is central 
to be able to describe their unique characteristics. Their difference can be from vital to 
toxic to the body. Zinc is essential and present in more than 3000 proteins in our body 
and has a very flexible interaction with proteins. This property has proved to be hard to 
reproduce in computer simulations. Cadmium can replace zinc, but is toxic because it 
does not have the same catalytic ability. From a modelling perspective do these ions have 
similar characteristics as they have the same ionic charge. Inclusion of more realistic 
electron effects may be necessary to be able to simulate the difference. 
With my studies, I have contributed towards a better understanding of the interactions 
between metal ions and proteins. I have pointed out a direction for further improvement 
of methods for simulations of large systems. 
For the same purpose, I have also studied the frequently occurring ions sodium and 
potassium found as salts in all body fluids, but also lithium belonging to the same group 
in the periodic table and used in therapeutic purposes. The results show that potassium 
and sodium can be simulated by a commonly used computational approach, whereas 
more advanced methods are required to study lithium ions accurately. 
Overall, the work within this thesis has explored ion-protein interactions and provided 
information about methods for energy calculations and models for molecular dynamics 
simulations for some of the most important ions within biochemistry. 
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alkali ions 
 

 

Metal ions in life: towards accurate computer-aided studies of protein-ion 
interactions 
Doctoral Dissertation, Department of Chemistry and Biomedical Sciences, 
Linnaeus University, Kalmar, 2018 
 
ISBN: 978-91-88761-37-8 (print), 978-91-88761-38-5 (pdf) 
Published by: Linnaeus University Press, 351 95 Växjö 
Printed by: DanagårdLiTHO, 2018 
  



Abstract 

Ahlstrand, Emma (2018). Metal ions in life: towards accurate computer-aided studies of 
protein-ion interactions, Linnaeus University Dissertations No 312/2018, ISBN: 978-91-
88761-37-8 (print), 978-91-88761-38-5 (pdf). Written in English. 
The importance of ions in life sciences can not be overstated. The interaction between 
metal ions and proteins is vital because it is involved in a variety of biological processes. 
The ions contribute to stability and function of proteins. Moreover, they are relevant in 
disease progression. 
Realistic computer simulations pave the way for drug development, through providing 
detailed insights into the dynamics of proteins and various biological processes that 
occur in the body. Such information can be impossible to achieve through experiments 
of living subjects in vivo or from test tube experiments in vitro alone. However, 
theoretical methods have to result in accurate predictions. In my thesis, I studied 
different ways to handle the ions in simulations. Since the systems contain thousands of 
atoms the calculations are demanding. Despite the availability of computer clusters, the 
com putational capacity is not sufficient. I have examined the simplified models used in 
simulations of larger systems (e.g., whole proteins) to pave the way for improvements of 
the simulation models. 
Different ions have different effects on biochemical systems and it is important to be 
able to distinguish between them. Thus, from a biochemical point of view, it is central 
to be able to describe their unique characteristics. Their difference can be from vital to 
toxic to the body. Zinc is essential and present in more than 3000 proteins in our body 
and has a very flexible interaction with proteins. This property has proved to be hard to 
reproduce in computer simulations. Cadmium can replace zinc, but is toxic because it 
does not have the same catalytic ability. From a modelling perspective do these ions have 
similar characteristics as they have the same ionic charge. Inclusion of more realistic 
electron effects may be necessary to be able to simulate the difference. 
With my studies, I have contributed towards a better understanding of the interactions 
between metal ions and proteins. I have pointed out a direction for further improvement 
of methods for simulations of large systems. 
For the same purpose, I have also studied the frequently occurring ions sodium and 
potassium found as salts in all body fluids, but also lithium belonging to the same group 
in the periodic table and used in therapeutic purposes. The results show that potassium 
and sodium can be simulated by a commonly used computational approach, whereas 
more advanced methods are required to study lithium ions accurately. 
Overall, the work within this thesis has explored ion-protein interactions and provided 
information about methods for energy calculations and models for molecular dynamics 
simulations for some of the most important ions within biochemistry. 

Keywords: molecular dynamics, polarisable force fields, quantum chemistry, zinc, 
alkali ions 
 

 

Metal ions in life: towards accurate computer-aided studies of protein-ion 
interactions 
Doctoral Dissertation, Department of Chemistry and Biomedical Sciences, 
Linnaeus University, Kalmar, 2018 
 
ISBN: 978-91-88761-37-8 (print), 978-91-88761-38-5 (pdf) 
Published by: Linnaeus University Press, 351 95 Växjö 
Printed by: DanagårdLiTHO, 2018 
  



Populärvetenskaplig sammanfattning 

Betydelsen av joner i biovetenskap kan inte överskattas. Interaktionen mellan 
metalljoner och proteiner är livsviktig eftersom den är essentiell i en rad olika biologiska 
processer. Joner bidrar till proteiners stabilitet och funktion. Därigenom har jonerna 
också inverkan i sjukdomsprocesser. 
Realistiska datorsimuleringar underlättar vid utveckling av nya mediciner. Simuleringar 
kan ge detaljerad insikt i proteiners dynamik och olika biokemiska processer som sker i 
kroppen som inte är möjliga att erhålla enbart via experiment, varken i levande objekt 
(in vivo) eller på labbänken (in vitro). För detta krävs dock att de teoretiska metoderna 
resulterar i korrekta prediktioner. 
I min avhandling studerar jag olika sätt att hantera jonerna på i simuleringar. Eftersom 
systemen består av tiotusentals atomer blir de beräkningar som krävs en utmaning. Trots 
stora kluster av sammankopplade datorer är beräkningskapaciteten inte tillräcklig. Jag 
har undersökt de förenklade modeller som används vid simuleringar av större system (till 
exempel hela proteiner) för att bana väg för förbättringar av dessa modeller. 
Olika joner har olika effekter på de biokemiska systemen och det är angeläget att kunna 
särskilja mellan dem. Därför är det utifrån ett biokemiskt perspektiv centralt att kunna 
beskriva deras unika egenskaper, då skillnaden kan röra sig om att vara livsviktig och 
giftig för kroppen. Zink är ett livsnödvändigt ämne som förekommer i över 3000 
proteiner i vår kropp och har en flexibel interaktion till proteiner. Denna unika egenskap 
har visat sig svår att återskapa i datorsimuleringar. Kadmium liknar zink i dess kemiska 
egenskaper och kan därför byta plats med zink. Dessvärre är kadmium giftigt för 
kroppen vilket bland annat beror på att proteinet mister sin katalytiska förmåga när 
kadmium ersätter zink. Utifrån ett modelleringsperspektiv har jonerna samma 
förutsättningar då de har samma laddning. Inräknande av elektronernas effekter kan 
utgöra skillnaden för om en simulering ska ge korrekt resultat. Jag har med mina studier 
bidragit till ökad förståelse av interaktionerna mellan joner och proteiner samt vilka 
metoder som är lämpliga. Jag har visat på i vilken riktning förbättringspotential för 
simulering av stora system finns. 
I samma syfte har jag även studerat de vanligt förekommande jonerna natrium och 
kalium som finns som salter i all kroppsvätska. Jag har också undersökt litium som tillhör 
samma grupp i periodiska systemet och som används i terapeutiskt syfte. Här visar det 
sig att för natrium och kalium kan klassiska modeller användas, medan för litium-
simuleringar krävs en mer avancerad beskrivning. 
Sammanfattningsvis har arbetet inom denna avhandling utforskat jon-protein-
interaktioner samt tillhandahållit information om metoder för energiberäkningar och 
modeller för molekyldynamiksimuleringar för några av de viktigaste jonerna inom 
biokemi.  
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Chapter 1

Metal ions in life

Ions are indispensable for life and many of the essential nutrients are

in fact metal ions. Metal ions exist in different forms in biological sys-

tems. The ions can be hydrated, bound to membranes or proteins, as

well as in association with anions, e.g., chlorides, phosphates and car-

boxylates, in the diverse heterogeneous buffer of cell fluids [1]. The far

most abundant metal ions in the human body are alkali and alkaline

earth metal ions, including sodium, potassium, calcium, and magne-

sium [1]. These ions are commonly involved in electrolyte balances,

signalling processes, as enzyme regulators and as components in bones

and teeth [2–4]. Sodium is the major component of the cations of ex-

tracellular fluid, while potassium is the principal cation of intracellular

fluid [4].

Salts of monovalent ions are fundamental to life as they regulate home-

ostasis, electric potentials of cells and stabilise biomolecular structures.

Protein surfaces have the ability to attract small charged molecules,

to hold them near the protein surface for relatively long durations and

1
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Chapter 1. Metal ions in life 3

In active sites, zinc has a flexible and dynamic coordination environ-

ments, facilitating its function as a catalyst where the ion partici-

pates directly in bond-making and/or bond-breaking [9]. Catalytic

binding sites are typically four-coordinated, but may as well be five-

coordinated depending on the enzyme mechanism [9], see Figure 1.1A.

Structures containing one Glu or Asp are able to undergo a carboxy-

late shift mechanism where the binding mode changes between mono-

and bidentate. This mechanism is involved in reactions catalysed by

farnesyl transferase and some alcohol dehydrogenases for example [13,

14]. A characteristic catalytic four-coordinated zinc site contains three

protein-supplied ligands, usually His or Cys side chains, and a water

molecule [9, 11, 13, 15], see Figure 1.1B.

In structural sites zinc ions help to stabilise the conformation. For a

small protein, such as metallothionein, the ion can be important for

the structure of the entire protein [14]. The so called zinc finger is a

common binding motif where zinc ions stabilise the fold of the protein,

which consist of four ligands (His and/or Cys) [25]. These sites are often

inaccessible to solvent and the metal ions have strong charge-charge

interactions in the protein environment [10]. These stable structural

sites are not discussed further in this thesis as the scope is to study the

dynamics of the ions.

Zinc can be involved in metal-induced protein folding [10], as well as

in intermolecular bridging. Such bridging binding sites located be-

tween proteins, with ligands provided from peptide chains from different

protein monomers, have stabilising functions of dimers and oligomers.

One example is the involvement of zinc ions in the formation of patho-

genic amyloid aggregation [17, 26]. Small-sized, soluble amyloid-β (Aβ)

oligomers formed during the early steps of peptide aggregation are the

main cytotoxic agents in Alzheimer’s disease [24, 27–29]. Figure 1.1C is

Chapter 1. Metal ions in life 2

to shuttle them between surface residues [5] enabling reactions such as

binding of a ligand to its receptor or insertion of an ion into an ion

channel. Thus, the interactions depend on the specific composition of

the electrolyte (cation–anion pairs) and on its interactions with the

solvent molecules and with the macromolecular surfaces [3]. Specific

interactions that depend on the nature of electrolytes rather than col-

ligative properties of aqueous electrolyte solutions, are one subject that

will be considered in the context of this thesis.

Multivalent metals are considered to play critical roles in biology as

they are involved in cellular and subcellular functions. Among these

enzymatic elements are metal ions such as magnesium, zinc, iron, cop-

per and manganese [1]. These ions are referred to as trace elements

or micronutrients although it is important to note that iron and zinc

are often found in substantial amounts in the human body (2-4 g [6]).

Zinc is one of the most important ions in human and it is found in

all body tissues [7]. The human zinc proteome covers about 3000

proteins [8] and is therefore critical in many biological processes [7].

Three major functions of zinc are catalysis, protein regulation and

structural maintenance where the ion ensures correct protein folding

and prevents unfolding. The function of the ion is mainly dictated

by the combinations of ligands in the complex formed with surround-

ing amino acid residues in the binding site, the so called coordination

sphere [9, 10]. The characteristics of this Group XII metal enables in-

teractions with different ligands. The most common interacting atoms

are imidazole nitrogens from Histidines (His), carboxylate oxygens from

the side chains of Glutamate (Glu) or Aspartate (Asp), and sulfurs from

sulfhydryl groups of Cysteines (Cys), as well as oxygens of structural

water molecules [11, 12].
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vulnerable to replacement by cations such as nickel, cadmium, mercury

and lead, which may constitute one of the possible pathways for heavy-

metal intoxication in living organisms [10]. The carboxylate side chains

of Asp/Glu play an important role in shaping and fine-tuning the ge-

ometry of the binding site so that the protein can selectively sequester

a particular metal co-factor from the cell fluids [10].
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A B

C

Figure 1.1: Examples of zinc binding sites. Neutral His is rep-
resented by imidazole (Imi) and the deprotonated Asp or Glu
side chains by the acetate anion (Ace). Dashed lines show bonds
with distances > 2 Å. A) Imi3Ace. This combination is com-
mon in enzymes (e.g., in superoxide dismutase (SOD) [16], in the
amyloid-β (Aβ) peptide [17] and in S100A12 [18]). B) Imi3water
is a very common active catalytic site found in carbonic anhy-
drase [14, 19–21]. C) Imi4 which has been suggested to be in-
volved in pathogenic zinc-catalysed amyloid aggregation where
two His binding residues come from two adjacent Aβ peptides re-
spectively [22–24]. (These are sites that are further discussed in
my work, and does not serve to show the overall most frequently
occurring binding sites).

an example of a zinc binding site that can act as intermolecular bridge

between peptides in dimers or oligomers.

An interesting comment to this is that while zinc affects the associa-

tions of these proteins, one would also expect that the association of

these proteins affects the availability of zinc ion. Ion concentrations

needs to be strictly controlled to fulfil all the biological functions and

to avoid unwanted side effects [14]. The flexible zinc-binding sites are
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Interactions and

interaction energies

2.1 Intra and intermolecular interactions

Covalent intramolecular interactions that exist within molecules are

strong, with enthalpies on the order of 100 kcal/mol [30]. The inter-

molecular forces that exist between molecules are significantly weaker

than the bonding forces. Even though one individual interaction is

modest, cumulatively the energies of intermolecular interactions are

significant and influence the physical properties of matter, such as the

boiling point, diffusion rate and viscosity.

The interaction energy ΔEint is the difference between the energy of

a complex AB (EAB) and the energies of the fragments A and B (EA

and EB). In a practical example used in my work one such equation

7
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itself, and away from other atoms. Atoms with higher electronega-

tivities can carry partial negative charges (δ−) while the atoms with

lower electronegativities carry partial positive charges (δ+). Electrons

are thus not shared equally which leads to that molecules (or parts

thereof) can become dipoles. For molecules with more than two atoms,

the three dimensional structure determines if the molecule becomes po-

lar or not. The entire molecule will be non-polar if the dipole moments

cancel out each other due to symmetry. Nonpolar molecules can how-

ever get induced dipole moment from an applied external field and thus

become polar. This distortion of the electron distribution is called elec-

tronic polarisation, while the distortion of the positions of the nuclei,

i.e. bending and stretching of molecules, is called distortion polarisa-

tion. The induced dipole moment is proportional to the strength of the

applied field via the polarisability. Orientational polarisation is when

permanent dipoles rotate according to the applied field, i.e, alignment

of polar molecules.

The interaction between two charged particles in a dielectric medium

can be described by the shielded Coulomb potential:

Vel = (z1z2)/(4πε0εrR) (2.4)

where εr is the dielectric constant of the medium or solvent. The di-

electric constant is the relative static permittivity that is a temperature

dependent material property. For a solvent it is a relative measure of

its chemical polarity. Water that is very polar has εr of around 80 at

room temperature (78.54 at 25◦C). Water is very efficient at shielding

charges, hence the electrostatic interactions between ions (or charged

amino acids) are significantly decreased in aqueous solution. The in-

teraction energy associated with the process of solvation of a solute by

water molecules is called hydration energy.
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can look like this:

ΔEint = Ecomplex − (EZn2+ + Eligand) (2.1)

where Ecomplex is the total energy (sum of intra- and intermolecular

energy) of the complex, EZn2+ is the energy of the Zn ion and Eligand

is the energy of the ligand. If several ligands are present the interaction

energy can instead be calculated as:

ΔEint = Ecomplex − (EZn2+ +
�

all ligands

Eligand) (2.2)

Atoms in a molecule are held together by interactions of different ori-

gins. There is a sliding scale from electrons being shared between two

atoms or exclusively held by one atom or the other. However, simplified

rules are implemented to classify different types of bonds, i.e., covalent,

dative, ionic and metallic bonds.

The interaction between two charged ions (or molecules) is referred to

as an electrostatic interaction that can be described by the Coulomb

law:

Vel = (z1z2)/(4πε0R) (2.3)

where z1z2 are the charges of the ions, R the inter-ionic distance and

1/(4πε0) is the Coulomb constant. These ionic electrostatic interactions

are relatively strong and are able to act over long ranges. Metal ions are

spherical and the Coulombic interactions they produce are isotropic.

Molecules without a net charge can still be involved in electrostatic

interactions. The strength of these interactions depends on the dis-

tribution and properties of the electron clouds surrounding the nuclei.

Electronegativity is the tendency of any atom to pull electrons towards
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A mathematical model that approximates the vdW interactions is the

the Lennard Jones (LJ) potential (VLJ ), first proposed in 1924 [32, 33]:

VLJ = 4Eij [(σij/r)
12 − (σij/r)

6] (2.5)

where E is the depth of the potential well, which correlates to the in-

teraction strength, σ is the finite distance at which the inter-particle

potential is zero, r is the distance between two particles i and j, see

Figure 2.2. The parameter σi is also referred to as the vdW radii for

particle i. The r−12 term represents the repulsive term that describes

the short range repulsion (Pauli repulsion) due to overlapping electron

orbitals. The r−6 term describes the long-range attractive interactions

including the Debye induction, Keesom orientational and London dis-

persion interactions [3].

Figure 2.2: Figure of LJ 12-6 potential. The pair potential v(r)
= 0 at r =σ, repulsive for r < σ and attractive for r > σ with
a minimum of v(r0) = -E . at r0. r0= 21/6 σ ≈ 1.12σ. For large
distances the potential v(r) approaches zero.
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Interactions between ions and dipoles are called ion-dipole interactions

(or charge-dipole interactions). Dipoles also interact with other dipoles

(dipole-dipole interactions), see Figure 2.1. The orientational forces

acting between two permanent molecular dipoles are referred to as Kee-

som forces. Forces acting between a permanent dipole and an induced

dipole, are called Debye or induction forces. The London dispersion

force [31] or induced dipole-induced dipole interaction is a temporary

attractive force that results from asymmetrical distribution of electrons

about the nucleus in two adjacent atoms. A common name for these

interactions is attractive van der Waals (vdW) interactions. Thus,

there is not a clear differentiation between electrostatic interactions

and vdW interactions, since both types involve interactions between

charged molecules or molecules with a residual dipole moment.

Figure 2.1: Electrostatic interactions between neutral
molecules. The charge distribution are here described sche-
matically with an arrow pointing in the direction of the
molecule that carry a partial negative charge (δ−). Figure
from www.rusnano.com/wiki/article619.
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both inter- and intramolecularly. Hydrogen bonds are highly influential

for the structure of macromolecules such as proteins.

2.2 Thermodynamic considerations for ionic

interactions

Water is a polar molecule and its fluid is built up by a network of

hydrogen bonds. This gives rise to special features of the fluid for ex-

ample boiling temperature, melting temperature, volume and density

of the solid compared to the liquid. When a solute is placed in liq-

uid water, the water molecules arrange in a highly ordered cage-like

structure around the solute, which is accompanied with a decrease in

their entropy. According to Boltzmann the entropy can be expressed

as a function of the number of microstates that can be populated and

expressed as:

S = k lnΩ (2.6)

where k is Boltzmanns constant and Ω is the number of microstates,

i.e. possible arrangements.

The second law of thermodynamics states that the total entropy of a

system and its surroundings always increases for a spontaneous process.

The free energy change (dG) of a process is a result of the enthalpy and

entropy changes for the system:

dG = dH − TdS (2.7)

where H is the enthalpy, T is the temperature and S is the entropy.

The free energy change (dG) of complexation can be used to predict

the binding energy. Complex formation is hence a balance between
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Ions that have high electronegativity retain their valence electrons very

strongly, have low polarisability and are called hard ions. Hard ions

are generally of small size. Soft ions, e.g., Cu+, Ag+, Au+, are soft

due to the presence of several internal electrons that shield the nuclear

attractive force from the outer valence shell electrons [3]. The different

softness of the electron cloud is quantified by the polarisability. Zn2+,

Cu2+, Ni2+, Fe2+, Co2+ are borderline ions, i.e. they are in-between

soft and hard. The softness plays a role in determining which ligands

the different ions prefer. The general rule of hard and soft acids and

bases (HSAB) states that stable complexes result from interactions

between hard acids and hard bases. Hard bases are oxygen interacting

ligands, i.e. H2O, hydroxyls and carboxylates. Nitrogen interacting

ligands are in between hard and soft acids while ligands with sulfur

(thiolates, Cys) as the interacting atom are soft bases. The diversity of

the electronic states available for transition metal ions result in large

coordination numbers and relatively labile chemical bonding for such

complexes [34].

So called salt bridges, formed between paired anionic (e.g., Asp or Glu)

and cationic (e.g., Lys or Arg) amino acid side chains are favourable

electrostatic interactions that occur reasonably frequently in proteins.

The charged groups are often around 3.0 to 5.0 Å from each other. A

salt bridge is typically a combination of two noncovalent interactions:

electrostatic interactions and hydrogen bonding.

A hydrogen bond is a special kind of interaction that involves a hydro-

gen atom covalently bound to a highly electronegative atom, such as

an oxygen or nitrogen. The energies of hydrogen bonds vary depending

on the donor-acceptor distance and angle and the temperature and are

typically in the order of 1-7 kcal/mol [30]. Hydrogen bonds can occur
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can adopt) which results in negative contribution to the entropy change

for the ion solvation process.

Ion pairing describes the (partial) association of oppositely charged ions

in electrolyte solutions [37]. The chemical equilibrium between free ions

(metal ions, M+ and anions, A−) and ion-pairs (MA) is then stated in

the association constant, Ka, as:

Ka = [MA]/([M+][A−]) (2.9)

At equilibrium the reaction free energy change is equal to zero (ΔrG =

0) and:

ΔaG = −RTlnKa. (2.10)

where ΔaG is the free energy for association.

Ion pairs exist as contact ion pairs (CIP) and solvent-shared ion pairs

(SIP). Sometimes solvent-separated ion pairs (2SIP) are also discuss-

ed [38]. Species can be defined as ion pairs based on a specified cut-off

distance between the ions. According to the Bjerrum approach [39]

ions are considered as taking part in an ion pair when the distance

between the ions is smaller than or equal to a certain length. The

Bjerrum length is the distance at which the electrostatic interaction

between two ions (2.4) is equivalent to the thermal energy kBT (which

at 25◦C is 0.6 kcal/mol). The radial distribution function (RDF) can

be a helpful tool to define this cut-off distance. The RDF is a plot of

the average density distribution (ρ) of two-particle distances (r):

g(r) = ρr/ρbulk (2.11)

Liquids are homogeneous systems with an uniform particle density on

average (ρbulk). However, local density variations arises due to that
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entropical and enthalpical changes involved; a more negative dG can

result from making dH more negative or from making dS more positive.

The chemical potential of a pure substance is defined as the free energy

per mole substance. The chemical potential of a solute is related to

the activity (a) of that solute. In an ideal solution the activity can be

replaced by the molality. In ionic solutions there are significant electro-

static interactions and consequently, the behaviour of an electrolyte so-

lution deviates considerably from an ideal solution. Non-ideality arises

because ions of opposite charge attract each other, while ions of the

same charge repel each other. On average, each ion is surrounded more

closely by ions of opposite charge than by ions of like charge. The activ-

ity coefficient, γ, describes the deviation from ideality in concentration

for a mixture:

a = γ · C (2.8)

where a is the activity that is proportional to concentration, C. The

ion activity can be considered as the effective concentration.

Mean activity coefficients for monovalent ions in dilute solutions, on

the order of 0.1 M or less, with complete dissociation can be predicted

by the Debye-Hückel theory [35]. For moderately and highly concen-

trated salt solutions salt specificity emerges that arises from the nature

of the ions [3]. As a consequence of specific ions effects different salts,

depending on their concentrations, can be used to solubilise (salt-in) or

precipitate (salt-out) proteins [36]. Thus, simple electrostatics cannot

explain how anions or cations of the same nominal charge can behave

differently. The electrostatic interaction involving ion-pairs is also bal-

anced against the entropy-loss of their fixed positions. Ions induce an

ordered local structure of the surrounding water molecules (in other

words, they reduce the number of microstates that the solvating water
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entropical and enthalpical changes involved; a more negative dG can

result from making dH more negative or from making dS more positive.
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anced against the entropy-loss of their fixed positions. Ions induce an

ordered local structure of the surrounding water molecules (in other

words, they reduce the number of microstates that the solvating water
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Computational methods

The methods within computational chemistry range from those that

are fairly accurate, including all quantum effects, to more approxi-

mate, that consider atoms, or even groups of atoms, represented by a

single interaction site. If applied correctly, these methods enable the

researcher to investigate properties of the systems that are inaccessible

through experiments [40]. The choice of method is often a compromise

between accuracy and computational power and the description has to

be suitable for the specific question to be answered.

The number of particles included in the system is a known critical fac-

tor for the computational cost. Classical molecular dynamics (MD)

simulations, based on force fields, are generally performed for systems

involving thousands of atoms or more. MD is a good way to get in-

formation on the atomistic-level events of proteins [41, 42], as many

functions of proteins are governed by their dynamic character. Here

it is important to consider that the simulations reach the time scales
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the particles form a shell structure around the central particle and the

average density will show maxima and minima (ρr), see Figure 2.3. As

the distance increases ρr approaches the bulk density and the RDF

becomes uniform (g(r)=1). The integral of the first peak of the RDF is

the average number of particles in the first coordination shell and is also

called the coordination number. The first minimum of the RDF is a

common criterion to define the first coordination shell. It is important

to note that the probability to find a particle at a certain distance

in a fluid does not depend only on the interactions between a pair of

particles, but also on the interactions with all other particles in their

surroundings.
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Figure 2.3: A) A RDF for water molecules around Na+ in 1 M
Na-acetate solution calculated from a molecular dynamics simu-
lation. The first maximum appears at 2.4 Å which corresponds
to the coordination shell of nearest neighbours around the Na+.
This is associated with the attractive minimum in the interac-
tion. B) A snapshot from the simulation showing the interactions
that corresponds to the peaks in the RDF.
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In ab-initio QM-MD the forces are described based on both electrons

and nuclei and the dynamics is captured in terms of classical dynamics

and statistical mechanics [58]. Ab initio MD of ions in solutions for

example have been reported (e.g., [59–63]). The inclusion of electrons

increases the accuracy of the description of the system, but at the

same time also increase the computational cost and is thus limited to

rather small systems and short time scales. For biological systems,

pure QM calculations are usually performed statically in vacuum or in

a continuum solvent description.

3.1 Quantum mechanics

The optimal geometry of a molecule is found at the minimum of the po-

tential energy surface. The energy can be described by the Schrödinger

equation [64]. The Hamiltonian for a many-electron molecule contains

a sum of the kinetic energies for the electrons and each nuclei respec-

tively, the electrostatic attraction between electrons and nuclei, the

electrostatic repulsion between electrons and the electrostatic repul-

sion between the nuclei. An approximate solution the time-independent

Schrödinger equation can be obtained by use of the Born-Oppenheimer

approximation [65]. The Born-Oppenheimer approximation is the as-

sumption that the electronic and nuclear motions can be separated

due to the large difference in the nuclear and electronic masses. Their

motions are thus considered to occur on different time scales.

There are different methods to solve the time independent Shrödinger

equation and to represent the electronic wavefunction (Ψ). The wave-

function is a mathematical function that can be used to calculate the

electron distribution [66]. The major issue of all quantum chemistry

methods is how to handle the interactions between electrons. The Pauli
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relevant for the dynamics of the systems simulated. For the biologi-

cally relevant events such as protein-protein aggregation [43–46], pro-

tein folding [47], and drug binding [48, 49], the time scales are in the

order from microseconds up to seconds. For long duration events an

even more approximate solution than all-atom MD, a so-called coarse-

grained force field (FF) is best suited to follow the process [45, 50–53].

In coarse-grained protein MD simulations several atoms (typically two

to ten) are grouped together and represented by a single interaction

site instead of treating each atom separately.

The simplistic nature of FFs unfortunately makes it impossible to di-

rectly study events involving changes to the electronic structures of

molecules (e.g., bond formation/breaking or changes in protonation

states). In such cases, other, more accurate methods are needed. In

cases where the interesting chemistry and physics are localised to rel-

atively few atoms of the system, the system can be divided into an

electronically important region, e.g., the active site of an enzyme, and

a surrounding region [54–56]. A quantum mechanical (QM) treatment

is then applied to that part of the system that requires so, while classical

molecular mechanical (MM) can be used for the surrounding. QM/MM

is a very useful approach combining the strengths of QM methods

and MM methods. The Nobel Prize in Chemistry 2013 was awarded

jointly to Martin Karplus, Michael Levitt and Arieh Warshel who pi-

oneered ”the development of multiscale models for complex chemical

systems” [57]. The main problem of QM/MM is the treatment of the

boundary and the interaction between the subsystems. This is not

straightforward considering that the transition from a MM region, de-

scribed by classical potentials, to the QM region, with combined effects

of nuclei and electrons, is not smooth. Another strategy to include

electronic effects in simulations is to use a polarisable FF that includes

some of the electronic interactions for the whole system.
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how the wavefunction should be expanded to include electronic cor-

relation. Prominent examples of post-HF methods are configuration

interaction (CI), multi-configurational self consistent field (MCSCF),

Møller-Plesset second order perturbation (MP2) [68], and coupled clus-

ter methods (e.g., CCSD(T) [69, 70]). In systems where several differ-

ent electronic configurations are close in energy, e.g., transition metals

with their open d-shells, the use of a multi-configuration method like

MCSCF may improve the results [34]. This approach can also offer

insights into intermediates and transition states in catalysis. Unfor-

tunately, the cost of performing the calculations limits their use to

rather small systems (10-20 atoms). In the full CI and complete active

space SCF method (CASSCF, a MCSCF method) all possible excited

determinants are taken into account, in addition to the ground state

determinant, in the construction of the wavefunction. Thus, the MC-

SCF method takes account of the static correlation. Lower levels of

these methods can also be performed, e.g., restricted active space SCF

method (RASSCF) where the user has to choose which excited states to

include. This makes it rather complicated to set up. In the MP2 theory

and the coupled-cluster method, for single- and double-excitation with

perturbative treatment of triples CCSD(T) dynamic electron correla-

tion are introduced as correction terms (perturbations).

3.1.2 Density functional theory

In density functional theory (DFT) methods, the energy of the elec-

tronic system is represented by use of a functional of the electron den-

sity (ρ(r) [71]), without solving the wavefunction explicitly. DFT is less

computationally demanding and therefore faster than post-HF meth-

ods [72]. The functionals can be constructed based on an exact so-

lution, but are commonly constructed to fit experimental data. The
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exclusion principle requires that two electrons with the same spin can-

not occupy the same region in space and the wavefunction must be con-

sistent with that. The effect of indistinguishable particles on the elec-

tronic energy is known as the exchange energy. The electron-electron

distances increase when the wave functions of indistinguishable parti-

cles overlap, thus the repulsion is lower than expected. In real systems,

electron movements are also instantaneously correlated so that average

electron-electron distances increase and the total repulsion decreases.

3.1.1 Hartree-Fock and post-HF

The common Hartree-Fock (HF) method uses a single Slater-determi-

nant [67] wavefunction in which each row represents an electron co-

ordinate and each column contains a one-electron basis function. The

resulting molecular orbitals are spin orbitals derived from occupied spa-

tial orbitals and spin functions. The antisymmetric Slater determinant

fulfils the Pauli exclusion principle, but the HF theory fails to describe

the electron correlation. The molecular orbitals of the HF method are

optimised by evaluating the energy of an electron in each molecular

orbital moving in the mean field of all other electrons, instead of the

influence from individual electrons. The difference between the HF en-

ergy and the exact energy is a common definition of the correlation en-

ergy. The correlation energy is sometimes also divided into dynamical

and non-dynamical, or static, correlation energy. The static correlation

energy is important for molecules where the energy calculation needs

to be based on more than a single-determinant. The common HF pro-

cedure uses the iterative self consistent field (SCF) method for finding

the density matrix that gives the lowest energy.

Higher-order, more elaborate and accurate solutions to the Schrödinger

equation can be built upon HF. There are different ways to determine
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long-range dispersion correction can also be applied to the GGA-type

density functionals to improve the results (DFT+D3 [82]).

3.1.3 Basis sets

In quantum chemistry, a local basis set is a set of mathematical func-

tions that is used to represent the electronic wavefunction for all elec-

trons. The basis sets are either included in the calculation program

packages or can be fetched from basis set archives such as for exam-

ple the environmental molecular science laboratory (EMSL) basis set

library [83, 84]. The use of a finite basis set in quantum chemical

calculations is an approximation and the choice of an adequate basis

set can have a huge impact on the quality of the results [85]. The

chosen basis set has to be able to describe the features of the system

that are important for the properties or behaviour of the problem of

interest. Historically, the molecular orbitals were formed as a linear

combination of atomic orbitals (LCAO). Later on, the orbitals were

expressed as linear combinations of any set of mathematical functions

that were convenient to manipulate and which in linear combination

gave useful representations of molecular orbitals [66]. The basis sets

are constructed by optimising beforehand a set of parameters for every

shell and every element. Slater and Gaussian type functions are the

simplest, and Slater-type orbitals (STO) were the first kind of basis

functions used in quantum chemistry [66]. Contracted Gaussian type

orbitals (GTO) are linear combination of Gaussians with different ex-

ponents [66].

The number of basis functions (contractions) used for representing a

single Slater atomic orbital are denoted zeta (Z). The letter V denotes

split valence basis sets, with only one contraction for inner orbitals,
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density can be expressed in terms of the occupied orbitals according

to an approach developed by Kohn and Sham [73]. Kohn-Sham theory

define the energy as a sum of (i) the non-interacting kinetic energy,

(ii) the classical Coulomb energy of the electrons, consisting of their

interaction with the nuclei, their self-Coulomb energy and (iii) an un-

known exchange-correlation (xc) functional [74]. The total energy is

minimised, with respect to the shape of the orbitals, self consistently

by iterative methods starting from a tentative ρ(r). The exchange-

correlation energy (Exc) is the main source of error in DFT calcula-

tions and methods to improve this part have been developed in several

stages.

The DFT methods include the interaction of the entire electron dis-

tribution and the self-interaction of electrons must be removed by the

exchange-correlation functional. The local spin density approximation

(LSDA) [67] was one of the earliest DFT methods. A local functional

cannot completely remove the self-interaction. Therefore, the general

gradient approximation (GGA) methods that are corrected to include

spatial inhomogeneousity by including a term for the gradient of ex-

change and correlation of ρ(r) were developed. These were further

developed into functionals called meta-GGA, which include some de-

pendence on the kinetic energy density. Hybrid-GGA functionals (such

as B3LYP [75–77] and B98 [78]) include a fraction of exact HF exchange

energy in the functional. An energy density that depends on HF ex-

change can provide a better approximate functional by removing some

of the self-interaction. There are also combined hybrid meta-GGA

functionals (e.g., TPSSh [79] and M06 [80]). In the range-separated

hybrid functionals a split depending on the inter-electronic distance is

applied whereafter different amount of HF exchange correction for long

range or short range self-interaction can be used (e.g., ωB97 [81]). A
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3.1.4 Atomic charges

QM methods can be used to estimate the partial charge distribution

(magnitude and location) within a molecule. Atomic charges are useful

for qualitative understanding of molecules and their interactions, e.g.,

for determination of dipole moment, and for the development of atom-

types in FFs, that will be described in Section 3.2.1. The atomic charge

is not a physical property of the atom but rather a representation of

the electronic density in the molecule. The positions of the electrons

around the nuclei are not fixed and they do not belong to a certain nu-

cleus. There are several different calculation schemes for assigning the

fraction of the electron distribution to each atom, e.g., Mulliken popu-

lation analysis, [87], natural bond orbital (NBO) analysis [88, 89], the

atoms in molecules (AIM) method [90], molecular electrostatic poten-

tial charge fitting via the Merz-Kollman-Singh (MKS) scheme [91] and

the charges from electrostatic potentials using a grid-based (CHELPG)

method [92].

Mulliken’s method is widely used as it is simple; the electrons are par-

titioned to the atoms based on the linear combination of the atomic or-

bitals. However, its drawbacks include strong dependence on the basis

set and its reliance on equal division of overlapping occupied orbitals

even between atoms with differences in electronegativities. Natural

bond analysis classifies and localises electrons to orbitals involved in

bonding and anti-bonding (NBOs). With this method atomic partial

charges converge to a stable values as the basis set size is increased.

NBO tend to predict larger charges than several other population anal-

ysis methods. Both Mulliken and NBO charges are best used for com-

paring differences rather than determining absolute atomic charges.

The AIM theory uses the gradient vector field of electron density to
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and two or more contractions for valence orbitals, e.g., DZV or TZV.

Addition of extra functions to the valence shell improves the bond de-

scription in different environments increasing the flexibility of the basis

in molecules and improving the possibility to describe the intermolec-

ular interactions. Polarisation functions are supplementing functions

with angular momentum higher than the highest occupied atomic or-

bital in the isolated atom. For systems that have significant electron

density at relatively large distances from the nucleus supplementary

diffuse functions can be used. Diffuse functions are for example needed

for lone-pair electrons, that on the average are at larger distances from

the nuclei than core or bonding electrons [66].

In calculation of interaction energies of complexes an error called basis

set superposition error (BSSE) arises from the fact that the basis set of

the complex can describe the monomer charge density better than each

monomer basis set. To remedy the BSSE a counterpoise correction

procedure [86] can be applied, in which all energies are calculated in

the same basis set. Such a correction does not necessarily improve the

accuracy to all problems of interest though [74].

Calculations involving heavy elements can be performed using effec-

tive core potentials (ECPs) (also called pseudopotentials) where the

chemically less relevant core electrons are replaced by a core potential

function to reduce the required computational cost. Pseudopotentials

combine the nuclear charge and the shielding effects of the core electrons

into a single potential, eliminating the need of an explicit all-particle

approach. Moreover, relativistic effects, that are important for heavy

atoms, can be approximated by the ECP.
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3.1.4 Atomic charges
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Within the LMOEDA, HF and DFT energies are divided into electro-

statics, exchange, repulsion, polarisation (which includes charge trans-

fer), and dispersion terms [100, 101], see Figure 3.1. Energy decom-

position can as well be made in a solution (EDA-PCM) [102], in these

cases an extra term named desolvation is included.
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Figure 3.1: Diagram of attractive and repulsive energies in
the interaction of Zn-methanthiolate (SCH3) with the post-HF
method MP2 and DFT with the B3LYP functional. The energies
are divided into electrostatics, exchange, repulsion, polarisation
(which includes charge transfer), and dispersion according to the
LMOEDA-scheme [100]. The bond length where the total inter-
action energy has a minimum is at 2.2 Å.

3.1.6 Solution models

QM calculations of liquids and solutions can be done either by use

of a hierarchical approach in which the most interesting part of the

system is treated individually (explicitly) or the solvent can be repre-

sented as a implicit structureless polarisable bulk medium characterised
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partition the molecular electron density in basins of charge containing

the nuclei.

In restrained electrostatic potential (RESP) [93] based methods, such

as MKS and CHELPG, the population analysis is computed from the

molecular electrostatic potential (MEP). The MEP is the force acting

on a positive test charge at a given point of the molecule. The main

difference between the MKS and CHELPG method can be found in the

procedure used to fit the MEP. The CHELPG atomic charges are fitted

to reproduce the MEP at a number of points around the molecule, while

the MKS population analysis method calculates the MEP along several

layers encompassing the molecule. The RESP approach has proved to

be useful to derive atomic charge values for biomolecules [94].

3.1.5 Energy decomposition analysis

Energy decomposition analysis (EDA) can in a way provide a bridge be-

tween quantum chemical calculations and traditional bonding models.

The interaction energy ΔEint between two fragments in a molecule or

between a metal ion and ligand(s) in a complex (Equation 2.1 and 2.2)

can by use of different methods be divided into contributions from

different origins. Interaction energies in reality are not separable, how-

ever in computational chemistry EDA can be performed. There exists

several different schemes in the literature, starting from the pioneer-

ing work of Morokuma et al. [95]. Examples of schemes are sym-

metry adapted perturbation theory (SAPT) [96], natural energy de-

composition analysis (NEDA) [97], fragment molecular orbital (FMO)

method [98], restricted variational space (RVS) method [99] and lo-

calised molecular orbital EDA (LMOEDA) [100]. The LMOEDA scheme

has been used in this thesis.
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The non-bonded electrostatic interactions are based on the atomic point

charges that interact according to the Coulomb law (Eq 2.3), while the

van der Waals interactions are regularly described using LJ 6-12 po-

tential (Eq 2.5). There are also other models such as the Buckingham

potential [106] and the Born-Mayer [107] potential, however the LJ po-

tential is faster to calculate [108]. The 12-6 LJ potential incorporates

only two parameters (σ and E) and is therefore relatively convenient

to parameterise, which also explains its wide utilisation in molecular

simulations [34]. The atomic parameters are included in the FF. Com-

bination rules are used for interactions between two atoms of different

types. The Lorentz (arithmetic) or the geometric combination rule can

be used for σ, while the Berthelot (geometric) are used for E . The

Lorentz combination rule stems from the hard sphere assumption, in

which particles are treated as rigid balls, while the geometric combining

rule relies on a soft sphere assumption, which allows the atoms come a

little closer to each other.

To reduce the number of calculations, a truncated function with a de-

fined cut-off distance (rc) above which the potential is set to zero (ne-

glecting the interaction) is used in MD-simulations. Van der Waals

forces can for example be truncated with a cut-off at distances of 1.0-

2.0 nm [109, 110] depending on the system size and the computational

effort. There are different truncation schemes available in the MD sim-

ulation softwares.

Three of the most common biomolecular FFs, based on the interactions

divided into a bonded and non-bonded part, are chemistry at Har-

vard macromolecular mechanics (CHARMM) [111–114], the assisted

model building and energy refinement AMBER [115–121] and the opti-

mised potential for liquid simulations-all atom (OPLS-AA) [122–125].
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mainly by its dielectric constant ε. Several implicit approaches to intro-

ducing solvation into quantum chemistry have been developed, includ-

ing the polarisable continuum model (PCM) [103], the conductor-like

screening model (COSMO) [104] and solvation model based on density

(SMD) [105]. A continuum representation of a protein environment or

ionic solutions is a challenge, as discussed in Chapter 2.

3.2 Molecular mechanics and dynamics

Molecular mechanical (MM) methods neglect both electrons and the

quantum aspects of the nuclear motion, and consider a rather simplified

scheme of the interactions within a system. A molecular dynamics

(MD) simulation generates a trajectory representing the time evolution

of the particle positions and velocities. Coordinates and velocities are

updated during each time step in the simulation based on calculations

of a potential function derived from a FF.

3.2.1 Force fields

The force field (FF) is a set of parameters used to calculate the forces

working on each particle in the system. Most FFs divide interactions

into bonded and non-bonded parts. The bonded interactions refers to

atoms that are involved in covalent bonds while non-bonded describe

electrostatic and vdW forces. For the interactions between bonded

atoms a spring-like interaction model is normally employed, in which

the atoms are described as spheres of different masses, whereas the

bonds are described as springs with a different stiffness to reproduce the

vibrations including bond stretching, angle bending and bond torsion

in molecules.
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interaction and the London dispersion electronic reorganisation are ex-

amples of interactions that are important in biochemical systems, see

Chapter 2.

Three commonly used methodologies for modelling electronic polarisa-

tion, i.e. where the potential functions explicitly treat electronic po-

larisability, are fluctuating charge methods [130, 131], classical Drude

oscillators [132, 133], and induced point-dipoles [57, 134–136]. A sche-

matic view of the different polarisable models are presented in Fig-

ure 3.2.

Figure 3.2: Qualitative description of approaches to modelling
polarisation, a) fixed charge, b) fluctuating charge, c) Drude os-
cillator model, d) induced dipole and e) wave function (Ψ) de-
scription. Adapted from C. J. Illingworth, and C. Domene Proc.
R. Soc. A 2009 [137].

In the fluctuating charge model, charges are allowed to vary by incor-

poration of an additional electrostatic energy term, representing the

energy required to modify the charge of an individual atom. The to-

tal electrostatic energy is then minimised with respect to the individ-

ual atomic charges, with a set of constraints, for example keeping the

overall charges on specific molecules, or of the system as a whole con-

stant [137]. The polarisable CHARMM Drude FF [133] is based on

the Drude oscillator method. In this model a massless charged particle

(Drude particle) is attached to the nucleus via a short harmonic spring.

The polarisability (α) is defined by the spring force constant, the charge
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The parameters and expressions for the forces are achieved and vali-

dated by use of experimental data and/or QM results. For CHARMM

the parameterisation of the non-bonding terms was carried out us-

ing MEP-based charges. For the AMBER FF [121], partial atomic

charges were determined using the restrained electrostatic potential

(RESP) [93] methodology. In OPLS the non-bonded parameters were

developed from Monte Carlo statistical mechanics simulations by com-

puting thermodynamic and structural properties such as the enthalpy

of vaporisation and density of liquids.

There are limitations with these classical FFs. The use of fixed partial

atomic charges leaves the model molecule unable to be polarised by an

external electric field or nearby molecules. Many body effects are due to

the fact that every single atom influences and depends on the surround-

ing atoms. Explicit many-body polarisation effects have been shown

to be a significant component of intermolecular forces [126]. However,

in fixed charge based electrostatic models, the atomic partial charges

are implicitly polarised for condensed phases in an averaged fashion.

Biomolecular FF parameters are typically adjusted to properly describe

the bulk properties of a high-dielectric medium, e.g., liquid water, and

variations of the charge distribution with the dielectric environment are

not considered in the classical FFs [127]. Neither is electronic screening

for charged moieties explicitly treated in the classical FFs [128].

3.2.2 Polarisable force fields

Force fields that incorporate ability to account for electronic polar-

isability of the simulated system are undergoing rapid development.

Ionisable residues in proteins play a major role in most biological pro-

cesses including enzymatic reactions, proton pumps, and protein stabil-

ity [129]. The interaction between ions and dipoles, the dipole-dipole
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software. Later, energy minimisation of the protein ensures their posi-

tions are reasonable. The structures are then commonly solvated with

rigid water models such as three-site transferrable intermolecular po-

tential (TIP3P) [147], simple point-charge (SPC) [148] or simple point

charge extended (SPC/E) [149]. The next step of system preparation

is to generate relevant salt concentration and to neutralise the charge

of the solute, which is done by addition of ions in the solution.

The models are assigned initial velocities related to the temperature (or

the average kinetic energy) of the system at the beginning of the simu-

lation. To reproduce real world experiments the canonical ensemble in

which the number of particles, volume and temperature are constant

(NVT) or the isothermal-isobaric ensemble with constant number of

particles, pressure and temperature (NPT) are usually employed. Dif-

ferent algorithms that maintain the constant temperature, volume or

pressure are available. One of the earlier examples of temperature

thermostat is the Berendsen thermostat algorithm that couples the

simulated system to an external heath bath [150]. However, due to

artefacts not reproducing a proper canonical ensemble more advanced

thermostats such as the velocity-rescaling thermostat [151] where the

velocities are lowered using a constant friction have been developed. In

order to control the pressure in the simulation, the system can be cou-

pled to an external bath with the Parrinello-Rahman algorithm [152].

The Nose-Hoover can be used as thermostat or barostat [153, 154].

During the MD-simulation different algorithms are also used to con-

strain the lengths of the bonds in molecules, e.g the linear constraint

solver (LINCS) [155] or the SHAKE [156] algorithms; and to keep the

water molecules rigid, e.g., the SETTLE algorithm [157]. These al-

gorithms achieve computational efficiency as the number of explicit
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applied on the Drude particle, and the displacement of the massless par-

ticle creates the induced dipole. A damping scheme (Thole correction)

is applied to the dipole-dipole interactions in order to avoid artificially

high polarisabilities at short distances [138]. One advantage of the

Drude model is that it preserves the simple particle-particle Coulomb

electrostatic interaction employed in nonpolarisable FFs. The induced

point-dipoles is a matrix based approach for modelling anisotropic po-

larisation by explicitly induced dipoles. The atomic multipole opti-

mised energetics for biomolecular simulation (AMOEBA) [136], is based

on the induced dipole approach.

The reason for the limited use of polarisable FFs is that these FFs are

still under development and that inclusion of additional calculations

is time-consuming. It is computationally expensive to achieve self-

consistency of the dipoles at each MD time step [128].

3.2.3 Simulation set up

This section covers a description of the procedure and options available

for the running of MD simulations. AMBER [139], CHARMM [111,

140], GROMACS [141–143] and NAMD [144, 145] are examples of soft-

ware for MD-simulations. Regardless of the software used the basic

steps of a MD simulation are: system preparation, energy minimisa-

tion, calibration of the system before simulation and finally the produc-

tion run for data collection. Atomic coordinates for many biomolecular

systems are provided in the Protein Data Bank (PDB) [146] that is a

repository for experimentally defined macromolecular structures, cap-

tured form X-ray or NMR experiments. X-ray crystallography usually

cannot be used to resolve the positions of hydrogen atoms. Hence, co-

ordinates for hydrogen atoms of the structure are generated in the MD
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with force fields

Molecular dynamics (MD) can be used to study specific ion effects

and ion-dependent phenomena around and in proteins [5, 41, 160–162],

DNA [163, 164] and biological membranes [165]. However, these sim-

ulations are not without obstacles. Classical MD-simulations typically

rely on pair potentials as described in Chapter 3, hence the atomic

force field (FF) parameters that define the molecular interactions are

critical. The influence of the ions and their parameters may well affect

the results of the whole simulation [166]. To properly model ionic inter-

actions the model needs to simultaneously reproduce several properties

of the ions, including interactions with other ions, the solvent and other

molecules or ligands over time.

There are today two main approaches for the modelling of ion-ligand

interactions. One can either use a bonded or a non-bonded model. In
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calculations decreases and the time step between each calculation can

be increased.

By far the most compute-intensive task of a MM-based MD simulation

is the calculation of the non-bonded interactions. In MD simulations

the main approach to this problem is the use of cut-offs, as described

above. The electrostatic contribution extends over a larger distance

than the vdW interactions, making these the most computationally

demanding of the two. Long-range electrostatic interactions in MD

simulations are most commonly treated with a particle-mesh Ewald

(PME) summation method [158, 159].

Additionally, since the size of the simulated system is finite, boundary

effects have to be accounted for in order to remove their influence on the

calculated properties. This is usually done by applying periodic bound-

ary conditions (PBC), which assume that each side of the simulation

box is in contact with the opposite side. The use of PBC effectively

copies the system in all three dimensions, and a particle that leaves the

box through one side is replaced by another particle entering the box

from the opposite side, thus keeping the total number of particles in

the system constant.
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based on QM results such as atomic charges and potential energy func-

tions is an effective and rather straightforward method, however some

validation and comparison against experimental data is valuable. The

different parameterisation strategies are accompanied with benefits and

drawbacks of which some will be discussed here.

A common strategy in parameter derivation of biological macromole-

cules is to develop parameters for small representative fragments. The

parameters are then transferred and applied to the larger complexes or

macromolecules where validation and optimisation are performed [167].

The advantages of starting with smaller models are that small systems

can be treated by use of high level very accurate ab initio (QM) methods

and that more experimental data are available for small systems. As

the typical classical FF model is based on pair-functions, the simplest

procedure for parameterisation of non-bonded terms is to fit the FF

parameters against QM calculated interaction energies between pairs

of ions and ligands. EDA from QM calculations can provide detailed

information about the interaction that are helpful in the parameterisa-

tion process.

One drawback with interaction energies for small systems, of just the

ion and one ligand, is that the ion-ligand binding is liable to be overes-

timated as a consequence of non-additivity, i.e., that the first ligand has

a higher interaction energy than the second, and so on. For multiva-

lent ions, single ligand calculations as references can also cause errors

connected to charge transfer effects, where additional ligands would

stabilise the charge on the ion [34]. QM calculations can give informa-

tion on the charge transfer effects in complexes, as the partial charges

on the atoms can be estimated. However, it is important to note that

different methods may end up in dissimilar results as the atomic charge

is not a defined entity. The pair potential can also be calculated for a
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the bonded model the ion-ligand interactions are treated as covalent

bonds. This is an effective way to retain the specific geometry of the

metal-ligand coordination sphere. For some simulations, e.g., for the

representation of structural metal binding sites that are very stable,

this approach can be accurate. The bonded model prohibits the modi-

fication of interactions between the metal ion and its ligands, and can

thus not be employed to simulate coordination number changes and lig-

and exchange processes that are involved in enzymatic processes. The

non-bonded model treats the metal ion interaction with the surround-

ing environment without an explicit bonding term. In the non-bonded

model, the coordination of the metal ion is flexible, which allows coor-

dination number switching and ligand exchange to the metal ion. This

model is commonly used both for ions in solution and for ions in pro-

teins. Ions can be represented with a dummy atom model, in which

charges are placed between the metal ions and surrounding residues

for a more realistic description of metal-ion covalent bond formation.

Non-bonded ion models are also used within polarisable FF. Inclusion

of polarisation is important for example for reliable studies of the se-

lectivity of biological ion channels, as the parameters have to describe

the solvation of the ions both by water and by the protein environ-

ment [129].

4.1 Parameter derivation and validation

strategies

FF parameterisation can be based on comparison to experimental tar-

get values such as thermodynamic and structural properties, or theo-

retical target values such as results from QM calculations. Derivation
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ion ligand distances and binding free energies is useful [181]. For

ions in aqueous solution examples of targets for parameterisation are,

experimental hydration free energy, ion-oxygen distances, coordina-

tion number of the first solvation shell, RDFs, diffusion coefficients,

mean residence times, electric conductivity, activity and osmotic coef-

ficients [182, 183]. Moreover, lattice constants and lattice energies can

help in the size definition for the ion [34]. If the ion parameters are

intended to be used also in combination with biomolecules it is impor-

tant to refine the parameters so that they also reflect on the difference

between the solvation of the cation in the protein and in water. It is

possible in many cases to reproduce the solvation in water by adjust-

ing the FF parameters, but it is important to validate the energies in

proteins as well [129], which is more complicated due to lack of experi-

mental data and the non-uniform environment in protein binding sites.

Relative binding energies between different ions can be helpful in the

parameterisation process [129].

As simulations in the area of biochemistry are performed in physio-

logical salt solutions, a range of different conditions, dielectric con-

stants, pH and salt concentrations have to be considered to conclude

that a model is rather generally valid. For the ions and salts in solu-

tion, effective concentrations and cation–anion parameter combinations

are important to consider. The simulation conditions such as water

model, treatment of long-range electrostatic interactions, e.g., trun-

cation and PME-set up, and truncation of vdW interactions are also

important [175]. The consistency across the alkali ion series should

also be considered if selectivity and discrimination between ions are

important.
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complex with more than one ligand, a multi-ligand complex. Further,

recalculation upon substitution or removal of different ligands in such

multi-ligand complexes yields valuable information for parameterisa-

tion [168–173]. To properly model biochemical metal ion interactions

the model systems should ideally include also counterions such as phos-

phates [174] and chlorides [175].

Many-body effects are non-additive interactions that cannot be directly

handled with pair potentials. Hence, parameters derived based on QM

calculations performed in the gas phase may not yield proper results

in the condensed phase. Optimisation and validation of the FF param-

eters to reproduce experimental values is then crucial [129, 167]. Ex-

perimental values are typically thermodynamic properties of condensed

phase, such as free energies of aqueous solvation (hydration free ener-

gies) and coordination numbers [167]. One error-cancelling strategy,

for incorporation of many-body effects into the pair potential is the use

of an effective two-body potential. For this purpose the interaction en-

ergies can be calculated between an ion and different ligands within an

implicit solvation model [176–178]. Polarisation effects when molecules

are transferred from the gas phase to the condensed phase can be es-

timated by calculation of partial atomic charges for a molecule placed

in an implicit solvation model [179]. In the parameterisation process of

polarisable FF caution should be addressed to that the polarisability of

a molecule or an ion is generally smaller in the condensed phase than in

gas phase because of the presence of surrounding species [137]. An al-

ternative to effective pair potential is addition of many-body terms [180]

to the pair potential, however many-body potentials have the drawback

that they are more complicated.

Validation of the developed potentials taking into account realistic in-

teractions, e.g., with respect to experimental coordination number,
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4.3.1 Alkali ions

In 1990 Åqvist parameterised alkali and alkaline-earth metal ions using

the free energy perturbation (FEP) method to best reproduce exper-

imental hydration free energies [182]. These values were not derived

with the PBC model and PME, and inclusion of PME has been shown

to affect the results [187]. Several other optimisations of LJ parame-

ters for alkali metal has been performed, among other things to include

PME effects, (e.g., [188–194]). The water models commonly used in

simulations actually result in different bulk properties for liquid wa-

ter [195]. The optimal ion parameters for each water model can thus

vary substantially [175]. The Kirkwood-Buff (KB) theory has been

used for parameterisation of alkali ion solutions [196–198]. The KB-

theory [199] is a general statistical mechanical theory of solutions, in

which solution structure are related to thermodynamic response func-

tions [38]. For example has alkali ion-specific trends of ion pairing to

carboxylates been related to experimental osmotic coefficients via the

KB theory [183]. Parameters were hence optimised to reflect on the

interactions between alkali ions and protein surface charges.

4.3.2 The zinc ion

Stote and Karplus parameterised the LJ potential for the Zn2+ ion

with the TIP3P water model in 1995 [200]. LJ parameters for divalent

metal cations including correction for PME, were developed based on

the thermodynamic integration method [201]. These parameters were

tested to reproduce hydration free energies. Pure non-bonded schemes

have difficulties in maintaining the overall topology of metal coordina-

tion sphere in MD simulations. Although, zinc has a completely filled d

shell and two electrons in a outermost s orbital, the zinc ion Zn2+ still
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4.2 Bonded models

The bonded model is simple and has low risk for instability of the sys-

tem. For use of the bonded model approach, a relatively conserved

binding site has to be expected during the simulation. The bonded

model can thus be applied for structural metal sites that are not of cen-

tral interest, far from the catalytic site or the ligand binding site [184].

Parameterisation can be made upon comparison to experimental data

or based on QM-calculations, by use of the Seminario approach [185].

Special metal site parameterisation tools fro combination with the AM-

BER FF have been developed [11, 186]. The bonded model can not be

applied for flexible binding sites. Instead, a non-bonded treatment is

needed where the metal coordination undergoes changes.

4.3 Non-bonded models

The simplest non-bonded models treat the metal ion as a sphere with

a fixed integer charge and the interactions with other atoms are rep-

resented by Columbic and LJ terms (see Equations 2.3 and 2.5). The

charge of the ion is normally set to the formal charge, i.e., an inte-

ger number according to their oxidation state. As the charge is fixed

the parameters that can be adjusted are the σ and E in Equation 2.5.

The LJ function is hence advantageous both in parameterisation and

computation.
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through dummy atoms (four dummy atoms with a partial charge of

+0.5 each for the example given), whereas vdW parameters and/or

mass are attributed solely to central metal atom. The cationic dummy

atom model requires an intricate parameterisation process due to the

many empirical parameters i.e., the charge and vdW parameters on the

metal ion and the charge and eventual vdW on each site as well.

4.3.4 Polarisable models

Treatment of ions and ionised groups is one of the main reasons for the

need of a polarisable FF [129]. The electronic cloud around the metal

ion can change and redistribute the charges in response to changes

in the surrounding environment. Electrostatic effects, such as charge

transfer, dispersion and many-body polarisation are critical to shaping

ion-protein binding potential energy surfaces and thus determine the

specificity and selectivity [211]. Ion channels are one example of a com-

plex biological system where the ion chemical environment described

by the mean-field approach might be inadequate [137].

Parameters for metal ions have been developed for the CHARMM

Drude-2013 polarisable model [212–214] and for the AMOEBA FF [215–

217]. The CHARMM Drude-2013 FF has been used in simulations to

study differential impact of the monovalent cations Li+, Na+, K+, and

Rb+ on DNA minor groove width [218]. The polarisable FF repro-

duce experimental solution X-ray scattering data more accurately than

non-polarisable FF and thereby enables prediction of protein-DNA in-

teractions. The CHARMM Drude polarisable FF have been used to

evaluate structural and functional similarities between two sodium ion

transporters [219]. The AMOEBA FF has been used to study zinc-

containing matrix metalloproteinase complexes [220]. Matrix metal-

loproteinases have been widely investigated as potential drug targets
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has an electron configuration that includes both p and d orbitals. This

enables it to accommodate to various coordinations, but makes it more

challenging to model Zn2+ than many other non-transition metal ions.

Instead of four-ligand coordination as typical in proteins the Zn2+ ion

shows a preference for higher coordination number values (e.g., 5 or 6)

during simulations with a non-bonded model [202]. One reason for this

can be that the LJ parameters for Zn2+ were parameterised in aqueous

solution, where the Zn2+ cation is hexa-coordinated.

The fixed charge assumption may be troublesome, since charge transfer

may well be a characteristic of some ligand complexes [180], especially

for divalent ions. Zinc can adopt different coordination geometries at

a relatively low free energy cost due to the availability of vacant metal

orbitals that can accept charge from the ligands [10, 129]. As a con-

sequence, the zinc ion tends to get close to any negatively charged

amino acid residue [203]. Parameters with additional terms and cor-

rection functions have been developed to represent the electrostatic

interactions between the Zn2+ ion and the ligands for zinc metalloen-

zymes [180, 204–207].

4.3.3 Dummy atom models

Among other models used for ions in proteins is the semi-bonded cationic

dummy atom model [208]. In the cationic dummy atom approach the

metal atom is substituted by a set of cationic dummy atoms placed

around the metal nucleus, imposing a given coordination geometry to

the complex, in agreement with the particular nature of the complex

and of the metal atom. For example, for a standard Zn metalloenzyme,

with a tetracoordinated tetrahedral coordination geometry [209, 210].

The charge of the metal atom (e.g., 2+ for Zn2+) is distributed equally
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Chapter 5

Objectives

The main objectives underlying this thesis were to enhance our knowl-

edge about how to handle interactions of metal ions in simulations

to serve an advancement of the field towards accurate simulations of

protein-ion interactions. Computational studies of proteins using force

fields parameters have been employed since several decades. However,

the present generation of force fields may not be fully adequate to

study proteins when metal ions are included. There are two aspects of

cation interactions that are considered in this work: (I) the interactions

of metal cofactors, primarily Zn2+, with ligands in proteins, and (II)

the interactions of electrolytic cations with negatively charged groups

such as carboxylates in solutions. In this context, we aim to discuss

cases where dynamical changes in metal-binding sites (e.g., shift of car-

boxyl atoms, or substitution of ligands) are enabled and improve our

knowledge regarding simulations without neglecting the interactions

with the solvent. For realistic simulations of any biomolecule, correctly

accounting for macromolecules solvated in electrolyte solutions in the
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in a range of diseases. Here the authors find that the polarisation ef-

fect plays a determining role in Zn2+ coordination geometry and that

the polarising field of Zn2+ exerts a strong influence on the relative

affinities of the ligands.
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§ 4 Furthermore, the choice of protein force field, water model and

in particular LJ parameters for the ions crucially affect any anal-

ysis of ion-binding, and somewhat also other features of protein

simulations. To shed light on the difference between different al-

kali cations we present simulations of the protein bovine serum

albumin (BSA) at physiological simulations of LiCl, NaCl, and

KCl. We examine the influence on protein conformation and sta-

bility at physiological concentrations of the different salts.
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physiological concentration interval are necessary. More specific aims

were:

§ 1 To examine the appropriate methodology for QM calculations

of gas-phase interaction energies for Zn and Cd-metalloprotein

model complexes at equilibrium as well as non-equilibrium dis-

tances. Inclusion of EDA yielded physical insights into the inter-

action and the origin of the interaction energies and states where

the different methods differed in their mathematical descriptions

of the interactions.

§ 2 To extend the validity of the ab initio QM calculations, we

computed interaction energies on systems with higher complex-

ity, with four to six ligands, both in gas phase and in solution.

The aim was to gather detailed information on the interaction be-

tween Zn and ligands by use of localised molecular orbital EDA

and EDA in polarisable continuum model and to clarify the dif-

ferences between gas phase and solution. Further objectives were

to examined the suitability of current FF based MD methods to

deal with metalloproteins and address the differences in available

parameters specifically for the Zn2+ ion. We aim to show the

relationships between different FFs for Zn protein binding sites,

specifically sites located at the interface between the protein and

the cellular fluid.

§ 3 Towards understanding of the biological role of alkali ions from

simulations we performed a benchmark study of different param-

eters to examine and demonstrate in detail the interaction be-

tween acetate and alkali ions in solution. We used dissociation

coefficients between ions and acetate as one of the means to test

different ion parameters as they can be observed experimentally

and calculated from simulations.
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Chapter 6

Research results

Four research articles were published within the scope of the doctoral

studies. Here follows a presentation of the results from each of these

studies. The presentation is formulated to link the studies, which means

that the articles are not presented in number order. Also, the frame is

to connect the findings, hence the results are not necessarily presented

in the same order as in the original papers. Eventual limitations with

the methods and further research suggestions are here mentioned in

conjunction with each article summary.

Paper I. Interaction Energies Between Metal Ions

(Zn2+ and Cd2+) and Biologically Relevant Ligands

In Paper I we deliver a systematic comparison of the accuracy of sev-

eral computational methods for calculations of interactions of the Zn2+

and Cd2+ ions in model systems representing amino acid side chains.
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energy difference too high.

Along with the benefit of the possibility to study small complexes with

very accurate QM-methods, there are a number of limitations for FF

development based on such interaction energy calculations. Firstly,

a surrounding environment, solvent or protein, influence the pairwise

interaction through many-body effects. Secondly, the metal-ligand dis-

tances and the charge distribution, and thus the interaction energy, is

affected by the other ligands that are present in coordinated complex.

Redistribution of the charges might well occur by inclusion of additional

ligands. Paper III is a continuation of this study including systems

with higher complexity.

Paper III. Interaction Energies in Complexes of Zn

and Amino Acids: A Comparison of Ab Initio and

Force Field Based Calculations

Many Zn binding sites are located at the interface between the protein

and the cellular fluid, and consequently interactions with both proteins

and the bulk solvent are involved [12, 169, 200]. In aqueous solutions,

Zn ions adopt an octahedral coordination, while in proteins Zn can have

different coordinations, with a tetrahedral conformation found most

frequently [12, 15, 169]. In Paper III we aim to show the agreement

or difference between the QM and FF calculated interaction energies

in a series of related molecules. Hence, we report on QM calculated

interaction energies for ten Zn complexes with coordinations that mimic

protein binding sites, for example carbonic anhydrase, metallo matrix

proteinases and in S100-family proteins. Among the ten complexes, we

have models with coordination numbers four, five and six. We included

Zn complexes with water and only one or two amino acid side chain
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In order to consider the dynamics of the interactions, we computed

the energies also at non-equilibrium distances. We conclude that MP2

can be regarded as a suitable high-level method for calculations Zn-

interactions with amino acid ligands at equilibrium distances. At large

ion-ligand separation (3.0 Å), however, the MP2 results diverged com-

pared to CCSD(T), a fairly accurate post-HF method used as a refer-

ence. The RMSE was on average 4 kcal/mol and was particularly high

when the ligand was an anion. Paper I points out some strengths and

weaknesses of a couple of different density functional methods. In gen-

eral, all functionals overestimate (in absolute values) the interaction

energies compared to CCSD(T). However, the range-separated func-

tional ωB97xD achieved results that agreed better to CCSD(T) than

MP2 at large ion-ligand distances. EDA revealed that meta and hy-

brid DFT calculations overestimate the magnitude of the polarisation

energy, making this contribution too favourable.

Additionally, in Paper I we compared the ability of the different meth-

ods to discriminate between Zn2+ and Cd2+. Zn is one of the essential

nutrients, while Cd is toxic [162]. The chemical differences in ligand

binding were illustrated by QM calculations of interaction energies for

the respective ions. Zn had more favourable interaction energies with

ligands than Cd in a range of between 20 to 40 kcal/mol depending

on the type of ligand according to the reference method CCSD(T).

Our calculations show that the hybrid-GGA functional B98 had the

best ability to discriminate between Zn and Cd interaction energies for

different ligands. The overestimation of the interaction energies is can-

celled out between the Zn and Cd, hence this functional is applicable

for such a comparative purpose. The M06 functional, however, is not

good in this respect because the calculated results of the Cd-ligand are

systematically closer to CCSD(T), whereas the values for Zn are sys-

tematically more overbinding compared to CCSD(T), which makes the
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and CHARMM27 FFs the distance were ∼ 0.10 Å too long.

The similarity between the FFs can be attributed to the similarity in

partial charges. In Paper III, the atomic charges for Zn in the ten

different model systems with four to six ligands, were calculated by the

CHELPG method. It was shown that the water molecules apparently

polarised the Zn ion, which resulted in a +2.2 au charge for the Zn

ion in fully hydrated Zn complex. In the systems with a single acetate

and water ligands, the Zn charge was just over +1 au, whereas in

the complexes that contained one to three imidazoles, the charge of

the Zn ion ranged between +0.5 and +1 au. The results reveal that

considerable charge transfer is present in all system except the fully

hydrated system.

Classical FFs do not always perform well at the interface between high

dielectric substances such as water and low dielectric matter, e.g., pro-

teins and membranes, as polarisation is only implicitly accounted for

by classical FFs. Moreover, the need to correctly model the electronic

distribution in the binding site is evident, as it differs depending on the

metal-binding ligands. Therefore, in addition to the classical FFs, we

employed calculations with a novel polarisable FF in Paper III. The

results with the CHARMM-Drude polarisable FF revealed a marked

improvement over all of the nonpolarisable FFs. The MM to QM dif-

ference was more consistent compared to the nonpolarisable FFs and

there was agreement on the ordering of the interaction energies between

the MM and QM calculations.

In order to gain further insight into Zn-ligand interactions, the free

energies of interaction were estimated by QM calculations with polar-

isable continuum model (PCM) as solvent representation, and energy

decomposition analysis with the LMOEDA/EDA-PCM methods were

employed to examine the characteristics of the different complexes.
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mimics. Such complexes shall yield information about the interactions

for the ion in transition between solution and a protein binding site. As

we found in Paper I that MP2 is an appropriate methodology for QM

calculations of metal-ion complexes this method was used in Paper

III. Based on EDA results, the ligands were found to have high impact

on the relative strength of polarisation and electrostatic interactions.

Interestingly, ligand-ligand interactions did not play a significant role

in the binding of Zn. Rather, the interactions were almost exclusively

dictated by the ion-ligand interaction.

The fact that FFs are not good at reproducing geometries and ener-

gies of Zn complexes is quite well established in the literature, though

there is no optimal solution of how to handle the ion. In Paper III

we examined the suitability of current MD methods. We reported on

interaction energies in the ten Zn complexes using the different classi-

cal FFs (OPLS-AA, CHARMM, AMBER) and compared those to the

ab initio QM results. The examination of Zn-parameters available for

classical FF calculations revealed that it is not possible to obtain satis-

factory results compared to MP2. The differences between the MM and

MP2 interaction energies were 65 kcal/mol on average and the largest

discrepancy was 170 kcal/mol. The interaction energies for the six sys-

tems that included imidazole-ligands were underestimated, while the

interaction energies for the other three systems were overestimated by

the FF based calculations. This relationship has to be improved to gen-

erate simulations that are more reliable. The different LJ-parameters

that were applied in this study could not lift this imbalance. The three

FFs displayed quite similar trends. The CHARMM27 FF resulted in

interaction energy changes that were slightly closer to the MP2 results,

than OPLS-AA and AMBER99SB. Regarding the distances between

the Zn atom and its nitrogen ligands on imidazole, the OPLS-AA re-

sulted in accurate equilibrium distance, while with the AMBER99SB
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an overall good agreement with the experiment. The Åqvist parame-

ters with SPC/E water yielded activity coefficients that were close to

the experimental values for 0.1 M solutions, however overbinding of

Li-acetate were found for all classical FF parameters in 1 M solutions.

EDA calculations revealed that the contributions of the exchange inter-

action to the overall free energy of interaction between Li+ and water

or acetate were not higher than for other ions, whereas polarisation

was important for Li+-water interactions. The polarisable parameters

reproduced all observables well when the solution concentration was

1 M, but not in lower concentrations (0.1 M and below). For Na+ and

K+ the CHARMM Drude-2013 polarisable FF resulted in too strong

binding and in the Na+ simulations clusters were formed, which are

not found in experiments. The reason for cluster formation may be too

strong ion-acetate interactions with the specific parameters applied.

Differences between the two tested non-polarisable FF parameters for

Na+ appeared to be due to the interactions between the cations and

the water, and point out that further tuning the ion-water interactions

may be important to achieve better agreement with the experiment

when interactions with carboxylates are considered.

In Paper IV a couple of alkali ion parameters were selected. To be

more comprehensive even more parameter sets could be tested. For the

polarisable FF, it is recommended to tune the Li+ parameters for low

concentrations and adjust the pair-interactions between Na+ and the

carboxylate oxygens.
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Tetrahydrofuran (THF) PCM was used to represent interactions in

proteins, as it has a dielectric constant that can be representative for

a protein environment. The relative orders of the interaction energies

for the ten complexes were not the same in gas phase and in solvent.

The free energies of interactions for the complexes with charged ligands

were 30 kcal/mol more negative (i.e., more stable) in THF than those

in water. The difference for the systems with neutral ligands were much

smaller, and for the fully hydrated ion, embedding in THF increased

the free energy of interaction by as little as 1 kcal/mol.

The results presented in Paper III suggest that simulations involving

ligand exchange may be possible by use of the polarisable FF. One

limitation with this study is that it does not include Cystein ligands,

which are commonly encountered in Zn binding sites. Moreover, to

state the performance of the polarisable FF in the dynamic situation

in a simulation a validation following a full simulation protocol for a

variety of binding sites has to be performed.

Paper IV. Computer Simulations of Alkali-Acetate

Solutions: Accuracy of the Force fields in Different

Concentrations

In Paper IV we examine and demonstrate in detail the interaction

between acetate and alkali ions in solution, in different concentrations,

for different ion FF parameters. We compared the solution properties

from simulations against experimental values for association constants

and activity coefficients. For Na+, K+ and Cs+, classical FF param-

eters could reveal reasonable results for 0.1-1 M salt concentrations.

For Li+ and Na+ two different classical parameter sets were tested.

Simulations with parameters for Li+-acetate solutions did not achieve
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Conclusions and future

perspectives

In the molecular simulations of ions the FF parameters describing the

non-bonded interactions are critical. Traditionally, this has been con-

trolled by adjustment of the LJ parameters σ and E , as this is an

efficient way to do the calculations in the computer programs. The

disadvantage is that there is risk to push oneself in a corner where it

appears that what is optimised for one type of interaction does not

fit another type and it becomes difficult to use parameters for a wide

variety of simulations. This might be the case for the divalent zinc ion

where the non-bonded model is unable to give an accurate reproduc-

tion for a general metal site as the specificity of ion-ligand interactions

results in a diversity of ion-protein environments. In particular un-

wanted exchange of ligands might be unavoidable with such a classical

model. Our results indicate that a better description of the Zn-His

interaction relative to the Zn-water and Zn-Asp/Glu interaction could

57
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Paper II. Protein-Ion Interactions: Simulations of

Bovine Serum Albumin in Physiological Solutions of

NaCl, KCl and LiCl

In Paper II we report on our study of the interactions of alkali ions

with bovine serum albumin (BSA) and how they affect the protein

motion and protein structure. Three independent 100 ns simulations

of BSA were run in 0.1 M salt solution of LiCl, NaCl and KCl at

temperatures of 300 K and 350 K. The simulations reveal that the

affinity of Li+ ions to BSA was much higher than that of Na+ and

K+. There were about 30 Li+ ions that bound to the protein surface,

whereas only a few Na+ or K+ ions bound at the same ionic strength.

Na+ and K+ had very similar affinities to BSA, which is in contrast

to the expected better binding of Na+ to the protein surface compared

with K+.

Overall, the results in Paper II show that the ion concentrations do

not affect BSA structure and dynamics in a noticeable manner.
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results in a diversity of ion-protein environments. In particular un-

wanted exchange of ligands might be unavoidable with such a classical

model. Our results indicate that a better description of the Zn-His

interaction relative to the Zn-water and Zn-Asp/Glu interaction could
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Paper II. Protein-Ion Interactions: Simulations of

Bovine Serum Albumin in Physiological Solutions of

NaCl, KCl and LiCl

In Paper II we report on our study of the interactions of alkali ions

with bovine serum albumin (BSA) and how they affect the protein

motion and protein structure. Three independent 100 ns simulations

of BSA were run in 0.1 M salt solution of LiCl, NaCl and KCl at

temperatures of 300 K and 350 K. The simulations reveal that the

affinity of Li+ ions to BSA was much higher than that of Na+ and

K+. There were about 30 Li+ ions that bound to the protein surface,

whereas only a few Na+ or K+ ions bound at the same ionic strength.

Na+ and K+ had very similar affinities to BSA, which is in contrast

to the expected better binding of Na+ to the protein surface compared

with K+.

Overall, the results in Paper II show that the ion concentrations do

not affect BSA structure and dynamics in a noticeable manner.
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possibly improve the simulation, under the premise that it is manage-

able. The use of polarisable FFs such as CHARMM Drude-2013 for the

same Zn-ligand model systems showed that interaction energies with

correct relative order could be obtained with inclusion of polarisation

effects.

Our investigations of different non-polarisable FF parameters for alkali

ion-acetate interactions show that agreement with experimental activ-

ity coefficient and association constants can be achieved for K+ and

Na+, while the Li-acetate interaction is more problematic. However,

differences between the non-polarisable FF parameters for Na+ were

found. They were found to arise due to interactions with the water,

suggesting that further tuning the ion-water interactions can be useful

to achieve better agreement with the experiments when interactions

with carboxylates are considered. Though, it may as well be needed

to take into account polarisable effects for the Na+. Unfortunately,

the Drude-2013 polarisable parameters for Na+, as it is now, could not

reproduce the experimental observations of the acetate salt solution.

Further development of the FF parameters could lead to better results.

For the Li+-acetate solution (1 M), more realistic results were obtained

by use of the polarisable FF than by classical FF parameters.

The results thus show that inclusion of the effects of electrons on the

interaction between ions and different ligands in biochemical systems

improves the simulations. With more efficient computing this will be

possible for larger and larger molecules. However, I see that, as al-

ways in history, the more you learn the more you have the opportunity

to simplify. This enables two branches; one that examines everything

as detailed as possible that provides information usable for the other

branch that develops simpler but correct models with suitable assump-

tions to accurately study larger systems and longer times. I see that the



Chapter 7. Conclusions and future perspectives 59

area within computational biochemistry is still in a strong development

phase and that it will lead to many changes ahead.

Chapter 7. Conclusions and future perspectives 58

possibly improve the simulation, under the premise that it is manage-

able. The use of polarisable FFs such as CHARMM Drude-2013 for the

same Zn-ligand model systems showed that interaction energies with

correct relative order could be obtained with inclusion of polarisation

effects.

Our investigations of different non-polarisable FF parameters for alkali

ion-acetate interactions show that agreement with experimental activ-

ity coefficient and association constants can be achieved for K+ and

Na+, while the Li-acetate interaction is more problematic. However,

differences between the non-polarisable FF parameters for Na+ were

found. They were found to arise due to interactions with the water,

suggesting that further tuning the ion-water interactions can be useful

to achieve better agreement with the experiments when interactions

with carboxylates are considered. Though, it may as well be needed

to take into account polarisable effects for the Na+. Unfortunately,

the Drude-2013 polarisable parameters for Na+, as it is now, could not

reproduce the experimental observations of the acetate salt solution.

Further development of the FF parameters could lead to better results.

For the Li+-acetate solution (1 M), more realistic results were obtained

by use of the polarisable FF than by classical FF parameters.

The results thus show that inclusion of the effects of electrons on the

interaction between ions and different ligands in biochemical systems

improves the simulations. With more efficient computing this will be

possible for larger and larger molecules. However, I see that, as al-

ways in history, the more you learn the more you have the opportunity

to simplify. This enables two branches; one that examines everything

as detailed as possible that provides information usable for the other

branch that develops simpler but correct models with suitable assump-

tions to accurately study larger systems and longer times. I see that the



Appendix A. Constants and unit conversions 61

Constants

Atom mass unit (u) = 1.66057 E-27 kg

Avogadros number (Na) = 6.022045 E+23 mol−1

Boltzmann constant (kB) = 1.3806 E-23 m2 · kg/(s2 · K) =

1.3806 E-23 J/K = 1.98719 E-3 kcal/(mol · K)

Coulomb constant (ke) = 8.99 E+9 Nm2/C2 = 332 kcal Å/(mol · e2)
Electron charge (e) = 1.6022 E-19 C

Electron mass (me) = 9.1094 E-31 kg

Faraday constant (F) = 9.6485 E+4 C/mol

Gas constant (R) = 8.3145 J/(mol · K) = 1.9872 E-3 kcal/(mol · K)

Thermal energy kBT at 25◦C = 0.59 kcal/mol

Unit conversions

Electric potential: 1 J/C = 1V

Electric power: 1 J/s = 1W

Electric current: 1 C/s = 1 A

Energy: 1 kcal = 4.184 kJ = 2.6114 E+22 eV = 4186.8 Nm

Force: 1 N

LJ-parameters: Rmin = 2(1/6)σ ≈ 1.22σ

Polarisability: C2m2J−1

Pressure: 1 atm = 1.01325 bar = 101325 Pa
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Figure 3: Periodic table of elements.
https://sciencenotes.org/list-metals/

Appendix A. Constants and unit conversions 62

Graphs

Figure 1: Graph of y=log(x). This function is applied for the
association constant (Ka).

Figure 2: Graph of y=1/(1+x). In my work this function is
applicable for estimation of the relation between the activity coef-
ficient (γ), the association constant (Ka) and the concentration(C)

in γ = 1/(1 +Ka · C).
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[153] Nosé, S. A unified formulation of the constant temperature molec-

ular dynamics methods. J. chem. phys. 81, 511–519 (1984).

[154] Hoover, W. G. Canonical dynamics: equilibrium phase-space

distributions. Phys. rev. A 31, 1695 (1985).

[155] Hess, B., Bekker, H., Berendsen, H. J. C., and Fraaije, J. G. E. M.

LINCS: a linear constraint solver for molecular simulations. J.

Comp. Chem. 18, 1463–72 (1997).

[156] Ryckaert, J.-P., Ciccotti, G., and Berendsen, H. J. C. Numerical

integration of the cartesian equations of motion of a system with

constraints: molecular dynamics of n-alkanes. J. Comput. Phys.

23, 327–341 (1977).

[157] Miyamoto, S. and Kollman, P. A. SETTLE: an analytical version

of the SHAKE and RATTLE algorithms for rigid water models.

J. Comp. Chem. 13, 952–962 (1992).

[158] Ewald, P. P. Die berechnung optischer und elektrostatischer git-

terpotentiale. Annalen der Physik 369, 253–287 (1921).

[159] Darden, T., York, D., and Pedersen, L. Particle mesh Ewald:

an N-log(N) method for Ewald sums in large systems. J. Chem.

Phys. 98, 10089–92 (1993).

[160] Friedman, R., Nachliel, E., and Gutman, M. Protein surface

- the dynamics of the interactions between protein, water and

small solutes. J. Biol. Phys. 31, 433–452 (2005).



Bibliography 87

biomolecular simulations. J. Phys. Chem. B 112, 9020–9041

(2008).

[176] Floris, F., Persico, M., Tani, A., and Tomasi, J. Free energies and

structures of hydrated cations, based on effective pair potentials.

Chem. Phys. 195, 207 – 220 (1995).

[177] Chillemi, G., D’Angelo, P., Pavel, N. V., Sanna, N., and Barone,

V. Development and validation of an integrated computational

approach for the study of ionic species in solution by means of

effective two-body potentials. the case of Zn2+, Ni2+, and Co2+ in

aqueous solutions. J. Am. Chem. Soc. 124(9), 1968–1976 (2002).

[178] Migliorati, V., Chillemi, G., and DAngelo, P. On the solvation

of the Zn2+ ion in methanol: a combined quantum mechanics,

molecular dynamics, and EXAFS approach. Inorg. Chem. 50,

8509–8515 (2011).

[179] Jämbeck, J. P., Mocci, F., Lyubartsev, A. P., and Laaksonen,

A. Partial atomic charges and their impact on the free energy of

solvation. J. Comput. Chemistry 34, 187–197 (2013).

[180] Sakharov, D. V. and Lim, C. Zn protein simulations including

charge transfer and local polarization effects. J. Am. Chem. Soc.

127, 4921–4929 (2005).

[181] Babu, C. S. and Lim, C. Empirical force fields for biologically

active divalent metal cations in water. J. Phys. Chem. A 110,

691–699 (2006).
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