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ABSTRACT

Biomass combustion is a carbon-neutral method to generate heat and power and is integral to combating climate change. The wet scrubber is a promising device for recovering heat and reducing particle emissions from flue gas, under the driving force of new European Union legislation. Here, the heat recovery of a wet scrubber was investigated using process data and computer simulations. The process data showed that the scrubber could continuously recover heat corresponding to 10–20% of the energy input. The simulation model consists of two interlinked modules: Module 1 simulates droplet movement in the scrubber, while Module 2 uses the output of Module 1 to predict the heat recovery. The model was validated against process data, showing a mean error of 5.6%. Further optimization was based on the validated model by varying different process parameters, including nozzle position and moisture addition to the flue gas. Moisture addition was shown to be a feasible strategy for potentially increasing heat recovery by up to 3.3%. These results indicate that heat recovery in wet scrubbers is a feasible way to make particle removal cost effective in medium-scale combustion facilities, and that the developed simulation model can play an important role in optimizing these processes.

1. Introduction

Biomass combustion is a carbon-neutral method to produce heat and electricity and is therefore integral to the energy transition needed to mitigate climate change [1]. Over the last 40 years, the use of biomass for energy has increased threefold in Sweden, reaching a supply of 145 TWh in 2021 [2]. However, biomass combustion will always lead to emissions of particulate matter, which is harmful to human health [3,4]. There are several well-established processes to remove particulate matter from flue gas, including electrostatic precipitation, bag filtration, and wet scrubbing. However, for economic reasons, it has not been commonplace to use these processes in small- and medium-scale plants; instead, cyclones have been the most widely used alternative [5]. In coming years, stricter European Union (EU) regulations will be enforced, demanding more complete particle removal than cyclones are capable of. Therefore, new alternatives must be developed for the 143,000 medium-scale combustion plants currently operating in the EU [6,7].

Wet scrubbing is a promising application that can recover heat while reducing particle emissions from flue gas. This process step is advantageous if coupled with wet-wood-chip–fired boilers in which up to 30% of the waste heat can be recovered, due to the high energy content of water vapor [3]. The heat-recovery capacity offered by wet scrubbers can increase their economic feasibility by decreasing the fuel demand of the facility. Studies conducting the simulation modeling of centrifugal wet scrubbers are scarce. Two such studies [8,9] focus on particle collection and flow behavior in the scrubber, but do not consider heat recovery; they were conducted using commercial computational fluid dynamics (CFD) software. A Eulerian–Eulerian method is used in the study determining flow behavior, while a Eulerian–Lagrangian approach is used to determine particle removal. Although not considering flue-gas cleaning, several studies have examined heat recovery from waste flue gas. Veidenbergs et al. investigated the physical parameters of flue gas cooling by evaporation, followed by heat recovery through condensation in a boiler connected to a district heating system [10]; although insightful in its theoretical claims, this study conducted no experimental validation. Maalouf et al. investigated, both experimentally and analytically, heat recovery through direct contact condensation, highlighting the difficulties in recovering the latent heat in flue gases due to the low temperatures at which condensation begins [11]. Regarding the combination of flue gas cleaning and heat recovery, Han et al. investigated the possibility of coupling NOx removal with waste heat recovery, achieving feasible results [12]. Cui et al. developed
a mathematical model for determining heat recovery in a spray tower [13]. A one-dimensional flow was assumed for the gas and droplets, after which a mass and energy balance was determined throughout the tower using an iterative approach. The model was validated against measured data with satisfactory results. Similarly, Men et al. [14] developed a one-dimensional mathematical model to predict heat recovery in three spray towers connected in series with prediction errors below 10%.

Aside from wet-wood-chip boilers, natural-gas-fired boilers are also feasible for waste heat recovery through condensation due to the high hydrogen content of their fuel [15]. Terhan et al. [16] investigated heat recovery in an open-cycle absorption heat pump. The model was validated as having good accuracy and the device showed potential to increase system efficiency by up to 11%. However, the model assumed the flue gas moved only horizontally, and that the absorber solution moved only vertically, assumptions that would limit investigations of more complex geometries. An open cycle absorption heat pump for heat recovery was also modelled by Yang et al. [19]. An Eulerian-Lagrangian approach was used, assuming a strictly vertical gas flow which is not shaped like two opposing flattened cones. A nozzle bank with 25 full-cone spray nozzles at different heights is placed in the center of the scrubber. As the water is ejected from the nozzles in the form of droplets, it is accelerated toward the scrubber wall by the centrifugal force of the flue gas. On their way towards the walls, the droplets capture particles while being heated by the flue gas, mainly through convection and condensation. The scrubber water is then collected and led through a heat exchanger, preheating the returned district heating water and thereby increasing the overall efficiency of the entire system.

To increase the economic feasibility of particle removal in medium-scale combustion plants (MCPs), ITK Environ AB has developed a novel type of centrifugal scrubber incorporating heat recovery. This study investigates three such scrubbers connected to district heating plants located in Kosta and Överum, Sweden and Studsgård, Denmark. The three scrubbers vary in size but operate according to the same principle, as follows. First, the flue gas is accelerated into the scrubber, which is limited to investigating heat recovery. Through registered data from process monitoring and investigations with a developed model, the following research questions will be answered: What are the main parameters affecting the heat recovery in wet scrubbers? To what extent can a simplified approach to simulation modeling achieve sufficient accuracy while reducing the computational load?

1.1. Scrubbers for the case study

To increase the economic feasibility of particle removal in medium-scale combustion plants (MCPs), ITK Environ AB has developed a novel type of centrifugal scrubber incorporating heat recovery. This study investigates three such scrubbers connected to district heating plants located in Kosta and Överum, Sweden and Studsgård, Denmark. The three scrubbers vary in size but operate according to the same principle, as follows. First, the flue gas is accelerated into the scrubber, which is limited to investigating heat recovery. Through registered data from process monitoring and investigations with a developed model, the following research questions will be answered: What are the main parameters affecting the heat recovery in wet scrubbers? To what extent can a simplified approach to simulation modeling achieve sufficient accuracy while reducing the computational load?
schematic diagram of the scrubber is shown in Fig. 1 a. The values used for validation and process analysis are process data measured at the points marked in Fig. 1 a. The measuring device used at each point is listed in Table 1.

2. Model description (methodology)

To model the scrubber’s heat recovery, a script with two interlinked modules was developed in Matlab 2021b. A flow chart of these modules and their connection to each other is shown in Fig. 2. In the first module, the droplet movement in the scrubber was simulated using a Lagrangian approach. The inputs to this module were boiler load, fuel properties, water-to-flue-gas ratio (WFGR), inlet spin velocity of the flue gas, and the height setting of the nozzle bank. This module generated the outputs heat conduction area and water mass flow throughout the scrubber. These outputs were then used as inputs to module two, in which mass and energy balances were calculated throughout the scrubber. The outputs of this module were the temperature distribution throughout the scrubber and the predicted heat recovery from the scrubber. Note that the model was developed to permit adjustment of geometries and nozzle configurations; however, the present validation and investigation are limited to the configurations and geometries of the scrubbers presented in Section 1 under their relevant operating conditions.

2.1. Module 1: Droplet simulation

In this module, the droplet movement through the scrubber was simulated. In the droplet simulation, scrubber symmetry was assumed and the simulation was performed in three dimensions. However, only two dimensions were recorded for calculations in Module 2, in order to decrease the computational load. Fig. 1b shows the 2D mesh in which the droplet information was stored. In the rest of the text, each element will be referred to according to the height segment, $i$, to which it belongs. The simulated height of both scrubbers was 0.8 m. The scraper radius was 0.3 m in Överum and 0.4 m in Kosta. Note that only half the scrubber was modeled and that symmetry was assumed in the horizontal plane.

A flow chart of the droplet simulation is shown in Fig. 2 and will be further explained below. First, the calculated parameters, including velocity, volume, and position, were entered for the simulated droplet. Second, the new velocity and coordinates of the droplet were calculated, after which the droplet’s interactions with other droplets in the scrubber were determined. The current position, volume, and velocity of the droplet were then recorded for further use in Module 2. The program then determined whether the droplet had hit the scrubber wall or left the scrubber. If one of these conditions was true, this was recorded and the simulation of the current droplet ended; if not, the earlier steps were repeated. All these steps will be examined in detail in the following sections.

2.1.1. Droplet generation

At each moment in time, a wet scrubber will contain billions of droplets. Calculating the trajectory of each would demand extreme computational resources and was therefore considered unworkable. Instead, the generally accepted approach is to simulate a limited number of droplets taken to represent the behavior of the actual number of droplets present in the scrubber. These simulated droplet groups are called droplet parcels. The number of droplets that each parcel represents is referred to as the effective number.

According to the nozzle manufacturer, the mean droplet diameter was expected to be 750 μm at a water pressure of 0.7 Bar. However, the droplet size is significantly reduced at higher water pressures, and the actual droplet size can be estimated with Eq. (1):

\[ d_{\text{drop}} = 750 \cdot \left( \frac{0.7}{P_{\text{water}}} \right)^{0.3} \]  

The droplet size distribution was assumed to follow a normal distribution pattern [20]. However, to reduce the computational load and increase stability, the size range was limited to that within which 95% of the mass was expected to be found.

2.1.2. Droplet movement

The velocity when the droplets leave the nozzle can be calculated as a function of the area of the nozzle opening and the water volume flow:
where  is the water volume flow and  the area of the nozzle opening.

When the droplets move through the scrubber, three main forces that affect their velocity are gravity, buoyancy, and the drag force from the flue gas. The acceleration due to drag can be expressed by Eq. (3) [21]:

\[
a_{\text{drag}} = Cd \cdot \rho_{\text{gas}} \cdot d_{\text{drop}}^2 \cdot \pi \cdot u_{\text{rel}} \cdot |u_{\text{rel}}| \cdot m_{\text{drop}} \cdot 8
\]

where  is the gas density,  the droplet diameter,  the droplet velocity relative to the gas,  the droplet mass, and  a resistance coefficient, calculated by:

\[
Cd = \begin{cases} 
24 & \text{for } Re < 1.9 \\
18.5 & \text{for } 1.9 \leq Re \leq 508 \\
0.44 & \text{for } 508 \leq Re \leq 200,000
\end{cases}
\]

The acceleration due to gravity and buoyancy is calculated with Eq. (7):

\[
a_{\text{grav}} = \frac{d_{\text{drop}}^3 \cdot \pi \cdot (\rho_{\text{drop}} - \rho_{\text{gas}}) \cdot g}{6 \cdot m_{\text{drop}}}
\]

The new velocity in the  and  directions is then described by Eq. (8):

\[
\frac{du}{dt} = a_{\text{grav}}
\]

Then, a new droplet position can be calculated with Eq. (9):

\[
c_{\text{rd,new}} = c_{\text{rd,old}} + u_{\text{new}} \cdot \Delta t
\]

2.1.3. Mass flow averaging

To account for the different ages and temperatures of the droplets in a single scrubber segment, the total water mass flow in the scrubber was treated as the sum of three separate mass flows of rising droplets, falling droplets, and the wall’s liquid film, respectively. Whenever a droplet moved between two volume segments, a new mass flow was recorded as described by Eq. (10):

\[
\dot{m}_i = \sum m_{\text{drop}} \cdot N_{\text{droplet}}
\]

where  is the water mass flow,  the mass of each simulated droplet moving through the segment, and  the effective number of droplet parcels.

When the droplets reach the wall, they are assumed to form a film flowing down the wall. This film was not simulated, but the mass flow at
each height segment was approximated from the number of droplets reaching the wall. This mass flow was found from a mass balance according to Eq. (11):

\[ m_{i+1} = \dot{m}_i + \dot{m}_{\text{droplets}} \]  

(11)

where \( \dot{m}_i \) is the film mass flow coming into height segment \( i \), \( \dot{m}_{i+1} \) the film mass flow leaving height segment \( i \), and \( \dot{m}_{\text{droplets}} \) the mass flow of droplets reaching the wall.

2.1.4. Surface area of droplets

To find the surface area available for heat transfer in each scrubber segment, the residence water volume must be found. This was calculated according to Eq. (12):

\[ V_{\text{res}} = \frac{V}{\tau} \]  

(12)

where \( V_{\text{res}} \) is the residence volume of droplets, \( V \) the droplet volume flow, and \( \tau \) the mean residence time of the droplets.

The heat transfer area was then calculated with Eq. (13):

\[ A = V_{\text{res}} \cdot \frac{V_{\text{drop}}}{A_{\text{drop}}} = V_{\text{res}} \cdot \frac{r_{\text{drop}}}{3} \]  

(13)

where \( V_{\text{drop}} \) is the mean volume of droplets, \( A_{\text{drop}} \), the mean surface area of droplets, and \( r_{\text{drop}} \), the mean droplet radius in the relevant scrubber segment.

2.1.5. Flue gas characteristics

Both the droplet movement and the heat transfer between droplets and flue gas will be widely affected by the flue gas composition and movement. This section will describe how the flue gas composition and properties were determined in the model. First, the boiler load, boiler efficiency, and fuel properties were used to determine the fuel input into the boiler according to Eqs. (14) and (15). The fuel used in the case study facilities was woodchips and an estimation of its properties was obtained from the Phyllis database [22].

\[ \Delta H_{\text{filt}} = \Delta H_{\text{gross}} - 2.443 \, \cdot \, \tilde{\Delta} \cdot \left\{ 8.936 \cdot \frac{x_{\text{H}_2}^{\text{water}}}{100} \cdot \left( 1 - \frac{x_{\text{H}_2}^{\text{water}}}{100} \right) + \frac{x_{\text{H}_2}^{\text{water}}}{100} \right\} \]  

(14)

\[ \dot{m}_{\text{fuel}} = \frac{P}{\Delta H_{\text{filt}}} \cdot \eta_{\text{boiler}} \]  

(15)

where \( \Delta H_{\text{filt}} \) is the net calorific value, \( \Delta H_{\text{gross}} \) the gross calorific value, \( x_{\text{H}_2} \) the mass percentage of hydrogen on a dry ash-free basis, \( x_{\text{H}_2}^{\text{water}} \) the mass percentage of water on a wet basis, \( \dot{m}_{\text{fuel}} \) the fuel input, \( P \) the boiler load, and \( \eta_{\text{boiler}} \), the boiler efficiency.

The composition and mass flow of flue gas were calculated through a stoichiometric analysis of the combustion. In this study, complete combustion was assumed, and the presence of SO\(_2\) was omitted due to its extremely low concentration from woody biomass combustion and its negligible influence on the heat recovery. The flue gas composition will vary between different scenarios depending on the fuel moisture and the air supply to the boiler. However, for the process optimization, a reference scenario was determined in which the air factor was assumed to be 1.4 and the fuel moisture content 50 %. These values were chosen according to the running condition of the boiler in the case study. The fuel composition and the corresponding flue gas composition in the base scenario are shown in Table 2.

The viscosity, thermal conductivity, and specific heat of the individual flue gas components were calculated according to the polynomial models used in the literature [23–25]. Wilke’s model was used to calculate the viscosity of the whole gas mixture [26], and Lindsay and Bromley’s model was used to calculate the thermal conductivity of the whole gas mixture [27]. The specific heat of the gas mixture was calculated with Eq. (16):

\[ C_{\text{p,mixture}} = \sum C_{\text{p}} \cdot x \]  

(16)

where \( C_{\text{p}} \) and \( x \) are the specific heat and mass fraction of each gas component, respectively.

To reduce the computational load, the current model uses a simplified flow pattern in the scrubber. The gas velocity was divided into a horizontal and a vertical component. Before entering the contact zone, the gas is accelerated. Assuming no losses, the total velocity of the gas as it enters the contact zone can be calculated with Eq. (17):

\[ u_{\text{inlet}} = \sqrt{\frac{2 \cdot P_{\text{drop}}}{\rho_{\text{gas}}}} \]  

(17)

where \( u_{\text{inlet}} \) is the total gas velocity, \( P_{\text{drop}} \) the pressure drop in the inlet, and \( \rho_{\text{gas}} \) the density of the gas as it enters the scrubber.

The horizontal velocity component was assumed to be perpendicular to the scrubber wall at every point. The vertical velocity was calculated as a function of the volume flow and cross-sectional area at each given height; see Eq. (18):

\[ u_{\text{vert}} = \frac{V}{A} \]  

(18)

2.2. Module 2: Mass and energy balances

In the second module, the outputs of Module 1 were used to establish the mass and energy balances throughout the scrubber. The main relevant modes of heat transfer are convection and condensation; although radiation is low at the investigated temperatures, it is still accounted for in the model.

For the convective heat transfer, a model suggested by Ahmed and Yovanovich was used for the droplets [28], and Hausen’s formula for gas flows in pipes and canals was used for the scrubber wall film [29]. Leckner’s gray gas model was used for the radiation [30]. For the droplet sizes relevant to this study, the rate of heat transfer within the droplets was expected to be so much faster than the heat transfer between droplets and flue gas that it can be assumed to be instantaneous.

For the condensation of vapor on droplets and walls, Lock’s model [31] and a modified version of Nusselt’s film theory [32] can be used, respectively. However, due to the presence of non-condensable gases in the gas mixture, the diffusion of water vapor must be considered as well. The interaction between gas and water will occur through the boundary layer of the droplet. At the water surface, the temperature of the gas can be assumed to be the same as that of the water. At an increasing distance from the droplet, the gas temperature increases until it reaches the ambient gas temperature. This phenomenon was earlier described by Veiđenberg et al. [10]. At the water surface, the vapor pressure can be assumed to be the saturation pressure at a given temperature. The rate of vapor diffusion can therefore be calculated with Eq. (19) [32]:

\[ J = -D \cdot \frac{p_{\text{sat}}(T_{\text{water}}) - p_{\text{sat}}(T_{\text{gas}})}{\delta_{\text{BL}}} \]  

(19)

where \( D \) is the diffusion coefficient of vapor in the gas, \( p_{\text{sat}} \) the saturation pressure of vapor at a given temperature, and \( \delta_{\text{BL}} \), the width of the droplet’s boundary layer, which was calculated with Eq. (20):
where \( \delta_{\text{BL}} = \frac{d_{\text{drop}}}{2 + Re_{0.6} \cdot Sc^{0.33}} \) 

(20)

where \( Re \) is the Reynolds number and \( Sc \) the Schmidt number.

The saturation pressures at different temperatures were calculated according to the Antoine equation with constants gathered from Stull [33].

The mass flow due to condensation can then be calculated with Eq. (21), while the heat transfer can be calculated with Eq. (22):

\[
\dot{m}_{\text{cond}} = \dot{m}_{\text{dil}} \cdot E_{\text{vp}}
\]

(21)

\[
Q_{\text{cond}} = \dot{m}_{\text{cond}} \cdot E_{\text{vp}}
\]

(22)

where \( \dot{m}_{\text{dil}} \) is the mass flow due to condensation or evaporation, \( M_{H_2O} \) the molar mass of water, \( A_{\text{surface}} \) the surface area of the droplets, and \( E_{\text{vp}} \) the enthalpy of vaporization for water.

The mass balance of the scrubber water was calculated according to Eq. (23), and the new temperature was calculated according to Eq. (24):

\[
\dot{m}_{\text{water}} = \dot{m}_{\text{in}} + m_{\text{condensed}} - m_{\text{evaporated}}
\]

(23)

\[
T_{\text{in, new}} = T_{\text{in, old}} + \frac{Q_{\text{cond}}}{\dot{m}_{\text{water}} \cdot C_{p_{H_2O}}}
\]

(24)

where \( \dot{m}_{\text{water}} \) is the mass flow of water into and out of the scrubber segment, \( T_{\text{in, old}} \) the droplet temperature, \( C_{p_{H_2O}} \) the convective heat transfer, and \( C_{p_{H_2O}} \) the specific heat of water.

Considering the simplified flow field described above, it makes little sense to calculate mass and heat balances in two dimensions for the flue gas. Instead, only one dimension was considered, extending from top to bottom. Therefore, the heat recovery and condensation calculated above were summed for each height segment, as shown in Eqs. (25)-(26):

\[
m_{\text{condensed}} = \sum_{j=1}^{Y} m_{\text{condensed},j}
\]

(25)

where \( m_{\text{condensed}} \) is the total amount of water condensed at a given height, \( Y \) the total number of scrubber segments in the horizontal direction, and \( m_{\text{condensed},j} \) the condensation at each individual scrubber segment at a given height.

\[
Q_{\text{heat}} = \sum_{j=1}^{N} Q_{\text{heat},j}
\]

(26)

where \( Q_{\text{heat}} \) is the total heat transfer at a given height, \( N \) the total number of scrubber segments in the horizontal direction, and \( Q_{\text{heat},j} \) the heat transfer in each width segment, \( j \), and height segment, \( i \).

Using the calculated heat/mass transfer as well as the mass flow and temperature of incoming water, a mass and energy balance can be established. After this, the new moisture content and temperature of each scrubber segment were calculated with Eqs. (27)-(28):

\[
X_i = X_{i-1} - \frac{m_{\text{condensed}}}{m_{\text{water}}}
\]

(27)

where \( X \) is the absolute humidity in kg of vapor per kg of dry gas.

\[
T_{\text{out}} = \frac{\dot{m}_{\text{water}} \cdot C_{p_{\text{water}}} \cdot (T_{\text{in, new}} - T_{\text{out}}) + \dot{m}_{\text{water}} \cdot C_{p_{\text{water}}} \cdot T_{\text{water}} + m_{\text{condensed}} \cdot C_{p_{\text{water}}} \cdot T_{\text{water}} - P_{\text{water}}}{\dot{m}_{\text{water}} \cdot C_{p_{\text{water}}} + m_{\text{condensed}} \cdot C_{p_{\text{water}}}}
\]

(28)

2.3. Moisture addition

Earlier studies have investigated the potential advantages of increasing the moisture content of the flue gas before it enters the scrubber [10]. The possibility of investigating these advantages was therefore included in the non-equilibrium model. The theory behind this is explained below.

The moisture was assumed to be added by spraying small amounts of water into the flue gas, water that evaporates before the gas reaches the scrubber. Considering the actual process, this water addition could also be realized by combusting fuel with a higher moisture content. This would decrease the temperature of the flue gas while increasing its moisture content and dew point. The new temperature and moisture content of the flue gas can be calculated with Eqs. (29)-(31):

\[
\Delta E = C_{p_{\text{water}}} \cdot m_{\text{moist}} \cdot (T_{\text{water}} - T_{\text{water}}) + m_{\text{moist}} \cdot \Delta E_{\text{vp}} + C_{p_{\text{water}}} \cdot m_{\text{moist}} \cdot (T_{\text{water}} - T_{\text{water}})
\]

(29)

\[
X_{\text{out}} = X_{\text{in}} - \frac{m_{\text{moist}}}{m_{\text{water}}}
\]

(31)

Table 3

<table>
<thead>
<tr>
<th>Calculation of the discretization error.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y1</td>
</tr>
<tr>
<td>Y2</td>
</tr>
<tr>
<td>Y3</td>
</tr>
<tr>
<td>( q_{\text{in}} - q_{\text{out}} )</td>
</tr>
<tr>
<td>( v_1 )</td>
</tr>
<tr>
<td>( v_2 )</td>
</tr>
<tr>
<td>( v_3 )</td>
</tr>
<tr>
<td>( k_{\text{order}} )</td>
</tr>
<tr>
<td>( \Delta E_{\text{vp}} )</td>
</tr>
<tr>
<td>( \epsilon^0_{\text{in}} )</td>
</tr>
<tr>
<td>( \epsilon^0_{\text{out}} )</td>
</tr>
<tr>
<td>( \epsilon_{\text{in}} )</td>
</tr>
<tr>
<td>( \epsilon_{\text{out}} )</td>
</tr>
</tbody>
</table>

2.4. Numerical solving methods

Given the great complexity of mass flows in the scrubber, there are too many unknown temperatures in each scrubber segment to be able to solve the energy balances analytically. A numerical solution was therefore proposed and applied. First, an arbitrary temperature profile of the flue gas was assumed as a starting input. The heat exchange between the flue gas and the water was then calculated, and an energy balance was set up in each segment, solving for the water temperature profile. The calculated mass and heat exchange were then used to calculate a new temperature profile of the flue gas as well as a profile of the flue gas composition. This process was then iterated until the model converged to a solution. Convergence was assumed to be reached when the total energy balance between water and flue gas checked out, and the heat recovery had changed less than 1 % over the last 400 iterations.
The predicted heat recovery was calculated as the mean of the last 200 iterations. To facilitate convergence, an under-relaxation factor of 0.5 was used for the mass and energy balance. This value was then successively reduced for 200 iterations until it reached 0. To ensure that the under-relaxation did not alter the final results, the software did not start to check for convergence until 400 iterations had passed.

3. Model validation

3.1. Grid independence

As mentioned above, the developed model solved the mass and energy balances in two dimensions for the water flow, while only one dimension was used for the flue gas. To ensure grid independence, the discretization error of the heat recovery was determined according to the well-established method proposed by Celik et al. [34]. Table 3 shows the input and results of the grid independence investigation. \( N \) is the number of elements in each trial, chosen so that the grid refinement factor, \( q \), would be 1.4. For each grid size, the heat recovery was determined. This showed that the order, \( k_{\text{order}} \), of the method was 3.99. The extrapolated value for the heat recovery (when the number of elements goes to infinity) was 351.4 kW. The approximate relative error, \( e_{\text{app}}^{21} \), was 0.19 %, the extrapolated relative error, \( e_{\text{ext}}^{21} \), was 0.47 %, and the fine grid convergence index, \( GCI_{\text{fine}}^{21} \), was 0.59 %. These values indicate that the grid size has only a small impact on the predicted heat recovery. Note that the results may indicate an oscillatory convergence of the model. However, due to the small differences in calculated heat recovery between the different grids, this could be deemed acceptable. As a compromise between computational load and accuracy, a grid size of 80,000 elements was chosen.

Another sensitive factor that may affect the simulation results is the number of simulated droplets. Pretests were performed to find the optimal number to use by varying the number of simulated droplets between 1000 and 500,000. Simulations conducted with fewer than 50,000 droplets displayed fluctuations of up to 2 % in the predicted heat recovery. When the number of simulated droplets was increased further, the fluctuations stopped and the predicted heat recovery flattened out. As the predictions with 100,000 and 500,000 droplets differed by less than 0.1 %, the number of simulated droplets was set to 100,000 in this study.

3.2. Validation against process data

The model validation was performed using process data from two sources: a scrubber installed in the 1990s in Overum, and a similar scrubber in 2018 in Kosta. Process data were gathered from these facilities and used as input for the developed model. The predicted heat recovery was then compared with the heat recovery at each corresponding data point. Since the moisture content of the fuel input at each time point was unknown, it had to be estimated from the data available. This was done by calculating an energy balance for the scrubber using the increase in scrubber water temperature, incoming and outgoing flue gas temperatures, and the mass flow of flue gas.

4. Results and discussion

4.1. Heat recovery in case study facilities.

To increase the economic viability of wet scrubbers in MCP facilities, the scrubbers in the case study were designed to recover the flue gas

![Fig. 3. Energy output to district heating with installed scrubber versus the energy output without heat recovery.](image1)

![Fig. 4. Comparison of model predictions and process data for heat recovery by the scrubber installations in a) Overum and b) Kosta.](image2)
energy by means of convection and condensation. To investigate the benefits of this, the heat recovery was logged at 88 time points over two days at the Stugsdård and Överum facilities and at 1176 time points over 12 months at the Kosta facility. The heat recovery was then evaluated against the boiler heat output at each time point. As shown in Fig. 5a, evaluation of the process data from the facilities shows that the heat recovered by the scrubber increased the energy that the facility could deliver to the district heating system by an average of 15%. This suggests that the system could lead to significant fuel savings at the facilities, which could pay for some of the installation costs, making the scrubbers more economically viable. Note, however, that the relative increase is negatively correlated to boiler load (see Fig. 3b), suggesting that optimization may be needed if scrubbers are used at higher boiler loads. The large variation in the data is likely due to variations in process conditions over the measurement period. Several parameters linked to the heat recovery in the scrubber also fluctuate significantly over the year. First, the fuel moisture content is directly linked to the vapor available for condensation in the scrubber. Second, the air factor affects the thermal efficiency of the scrubber by means of the increased mass flow and reduced humidity of the flue gas. Third, the return temperature of the district heating water is a factor limiting how much heat can be recovered. Finally, scrubber operating conditions, such as water supply and nozzle configuration, have specific effects on the heat recovery. Due to their possible significance for the process, these parameters will be further investigated in Section 4.3.

4.2. Model validation

Although the insights gained from simulation models can be of great interest, it is crucial that a model should be validated against experimental data before any conclusions are drawn from its predictions. The model developed here was therefore validated against process data from two different facilities, in Kosta and Överum, Sweden. The measured values of process parameters were used as model input to predict the heat recovery; those predicted values were then compared with the measured heat recovery values.

Validation showed that the model has good predictive accuracy, with a mean prediction error of 3.5% for the scrubber in Överum (see Fig. 4a) and of 5.6% for the scrubber in Kosta (see Fig. 4b). This could be compared with prediction errors of 7–15% for the water temperature in a spray tower studied by Cui et al. [13], below 5% in an open-cycle absorption heat pump studied by Yang et al. [19], below 10% in a ceramic membrane studied by Zhang et al. [35], and of below 7.3% in a compact heat exchanger studied by Shi et al. [36]. To further establish the predictive capacity of the model, the process data from Kosta were analyzed in more detail. The observed effects on the thermal efficiency of changes in process parameters were compared with the effects of these changes established from the scrubber model. The thermal efficiency was defined as the ratio between the recovered heat and the available heat when cooling the flue gas to 25°C. Trend lines were fitted to the thermal efficiencies calculated from process data and to those obtained from the model. The process data derive from actual operating conditions at the facility, where several process parameters are often changed simultaneously, explaining the large scattering of the data points. To account for this, the standard deviation of the modeled trend line was also plotted. The results of this analysis are shown in Fig. 5a–c and will be further discussed below.

As shown in Fig. 5a, an increase in the boiler load is negatively correlated with the thermal efficiency. This trend can be seen in both the process data and the model predictions. This is also consistent with the negative correlation between the boiler load and the relative increase in energy output shown in Fig. 3b. Fig. 5b shows a negative correlation between the incoming scrubber water temperature and the thermal efficiency. This trend can be seen in both the process data and the model predictions, although the steeper trend line suggests that the model somewhat overestimates the effect. This effect was expected, because an increase in water temperature will inhibit heat exchange, especially at a lower flue gas temperature. This drastic effect is likely because condensation mainly occurs at lower temperatures (less than 60°C) and because condensation of the flue gas vapor represents approximately 40% of the energy recovered from the flue gas. The WFGR, on the other hand, is positively correlated with the thermal efficiency (see Fig. 5c). The trend increases sharply at low WFGRs, leveling off at a WFGR of around 10. Although the same main trend is seen in both the model predictions and the process data, the trends start to diverge at high WFGRs. This is likely caused by the high flexibility of the power function used for the trendline and by the lack of data points under these conditions. The increase in thermal efficiency is expected both as an effect of an increase in the scrubber water available for heat transfer, and because higher water pressure will lead to smaller droplets, which means a larger surface area per water volume unit. The fact that these trends could also be predicted by the model is a good indication of its predictive capacity.

To evaluate the computational time, the model was run and timed for 40 different scenarios on a laptop equipped with an Intel® Core™ i5-10210U processor and 16 GB ram. The mean computational time for one simulation was 2.5 min, much less than what is normally required by CFD models.
4.3. Process optimization

As shown above, the validation results suggest that the model could be used with confidence to investigate the possible effects of changes in different scrubber parameters. Therefore, the model was used to study the effects on scrubber efficiency of varying different process parameters. These parameters were investigated by adjusting one parameter at a time while keeping the other parameters constant. The investigated parameters and the range over which they were evaluated were chosen according to the current operating conditions of the scrubber modeled here and are shown in Table 4; the results of these investigations are shown in Fig. 6.

An increase of 1 % in the moisture content of the fuel increases the thermal efficiency by approximately 1 % (see Fig. 6a). This is because the increased vapor content of the flue gas leads to a higher dew point and more condensation. This corresponds well with the finding that condensational heat-recovery devices such as this are more feasible for facilities combusting wet fuels [3].

A decrease of 1 % in the water temperature increases the thermal efficiency by approximately 1 % (see Fig. 6b). This was expected, as a lower water temperature allows a larger decrease in the flue gas temperature in the scrubber. The importance of this parameter was also recognized by Yang et al. [19], and Zhang et al. [36]. However, this is not a parameter that is easily changed, since it is connected to the return temperature of the district heating water, which is generally kept as low as the system allows.

Changes in the WFGR produced a significant increase in the thermal efficiency up to a value of around 12, after which the increase seemed to level off (see Fig. 6c). Increased efficiency due to increased water injection is to be expected, since more droplets will be present in the scrubber. However, as the efficiency increases, the temperature of the outgoing flue gas approaches that of the scrubber water, making further increases in efficiency harder to achieve. An increase in water supply will also lead to a lower final droplet temperature, which will lead to problems in the heat exchanger between the scrubber and the district heating water.

Adjusting the nozzle height produced small differences in thermal efficiency (see Fig. 6d). The highest efficiency was achieved when the nozzle bank was set to 60 mm above the lowest setting, but the efficiency differed by only approximately 0.8 % compared with the lowest setting, which gave the worst performance.

Increasing the opening of the scrubber hats produced a maximum efficiency increase of 0.8 % (see Fig. 6e), attributable to an increased contact volume between the droplets and the flue gas. However, note that adjusting the opening is likely to affect the flue gas flow and velocity, which cannot be accounted for with the simplified flue gas flow used in this model.

| Table 4 |
|-----------------|-----------------|----------------|
| Scrubber properties examined with the model. | Minimum | Maximum |
| Fuel moisture (%) | 35 | 55 |
| Inlet water temperature (°C) | 40 | 60 |
| Water-to-flue-gas ratio (kg water/kg flue gas) | 5 | 15 |
| Height of nozzle bank (mm) | 0 | 100 |
| Scrubber hat opening (mm) | 80 | 120 |
| Moisture addition (% of theoretical maximum) | 0 | 100 |

Fig. 6. Correlation between thermal efficiency and process parameters.
injected water. This is related to a reduced droplet size (approximately droplet size. At a constant WFGR, the higher flue gas flow leads to more case, which is in agreement with the indications in Fig. 6. This notable 3 MW case. This implies higher thermal efficiency in the higher-load compared with the half-load case.

Moisture addition to the flue gas showed the potential to increase heat recovery by up to 3.3 %, with larger increases occurring at higher flue gas temperatures (see Fig. 6f). Although the theoretical maximum may not be achieved in an actual process, the notable efficiency increase predicted by the model indicates that it would be of interest to further investigate moisture addition. The efficiency increase can be attributed to the moisture addition enhancing condensation in the scrubber, shifting the dominant type of heat transfer in the scrubber from convection to condensation. As condensation is generally a more effective type of heat transfer than is convection, this will lead to increased heat recovery in the scrubber. This effect correlates well with Veidenberg et al.’s [10] suggestion.

4.4. Temperature distribution in scrubber

Fig. 7 shows the temperature distribution of the scrubber droplets at boiler loads of 1.5 and 3 MW, respectively. As expected, the water temperature increases steadily as the water moves downwards and outwards through the scrubber. Since the water injection is directly proportional to the flue gas flow, similar temperatures are reached even though the incoming energy in the flue gas is doubled in the full-load case compared with the half-load case.

It can be also observed that the final water temperature is higher in the 3 MW case. This implies higher thermal efficiency in the higher-load case, which is in agreement with the indications in Fig. 6. This notable effect is likely due to the relationship between water injection and droplet size. At a constant WFGR, the higher flue gas flow leads to more injected water. This is related to a reduced droplet size (approximately 260 μm at 3 MW and 400 μm at 1.5 MW) and thereby to a larger droplet surface area per volume unit, facilitating heat recovery. This effect can be contrasted to the trend shown in Fig. 5a, in which increased boiler load was related to decreased thermal efficiency. This is explained by the fact the facility operates at a constant water injection rate rather than a constant WFGR.

5. Conclusions

One way to increase the economic feasibility of centrifugal wet scrubbers is to incorporate heat recovery in the scrubbing process. In this study, the potential to incorporate heat recovery in centrifugal scrubbers was investigated using process data from three full-scale facilities as well as by developing a module-based simulation model, building on numerical methods.

The process data from the facilities showed that the investigated process had good potential to increase the thermal efficiency of the facilities, with heat recovery reaching 15 % of the boiler load. The simulation model developed here showed that these benefits could be further enhanced by optimizing the scrubbing process. The developed simulation model deepened our understanding of the heat transfer phenomena within the scrubber. The two most important parameters affecting thermal efficiency were fuel moisture content and inlet water temperature. An increase of 1 % in fuel moisture led to an increase of approximately 1 % in thermal efficiency. Due to reduced condensation, increased inlet water temperature decreased the thermal efficiency by almost 6 % for every degree of increase. However, since these parameters are not easily regulated, moisture addition to the incoming flue gas was also suggested, with potential to increase the heat recovery by approximately 3 %.

This model can predict general trends regarding the effects of process parameters on heat transfer with a reasonable margin of error of approximately 5.6 %. The model does not compete with the CFD approach when it comes to accuracy and spatial resolution. However, it has low computational demands and quickly produces results, making it feasible as an engineering tool or a predictor embedded in a control system. It is also believed that it could be used as a complementary research tool, scanning a wide set of process configurations so that CFD investigations could focus on the more promising ones.
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