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1 INTRODUCTION

Computing systems form the backbone of our factories, traffic control systems, healthcare, telecom-
munication, financial systems, and so forth. When software plays a vital role in their design, con-
struction, and operation, these systems are often referred to as software-intensive systems [21].
The trustworthiness and sustainability of these systems is vital for our society [5, 32]. Yet, build-
ing and maintaining trustworthy and sustainable systems is challenging due to complexity that
arises from the growing demands on these systems, their continued integration, the uncertain oper-
ating conditions they face, the fast speed of technological progress, and so forth. These challenges
have been a continuous driver for new and innovative approaches to design, develop, and oper-
ate software-intensive systems. One common approach today is the so-called DevOps in which
development and operation are blended, allowing system components to be easily evolved and
redeployed without impacting their operation [7].

A classic approach to address the increasing complexity of software-intensive systems is trans-
ferring control from humans [27] to software components by equipping systems with feedback
loops that automate tasks that otherwise need to be performed by human operators. These feed-
back loops monitor the system and its environment, reason about the system behaviour and its
goals, and adapt the system to ensure its goals under changing conditions, or gracefully degrade if
necessary. Such goals can be quite diverse, ranging from ensuring a required level of performance
under uncertain workload conditions, dealing with errors caused by external services that are diffi-
cult to predict, or defending the system against malicious attacks and the problems they may cause.
A typical example is a feedback loop deployed in a cloud environment that expands or decreases
computing resources to meet changing demands while minimising the cost of operation. Another
example is a container framework that performs auto-scaling in a microservice deployment.

The principles of applying feedback control to software-intensive systems have been the sub-
ject of active study in academia. Back in 1998, Oreizy et al. [33] presented a seminal paper at
the International Conference on Software Engineering (ICSE), where the authors introduced the
notion of self-adaptation that comprises two simultaneous processes: system adaptation that is
concerned with detecting and handling changing circumstances, and system evolution that is con-
cerned with the consistent application of change over time. A few years later, Garlan et al. [15]
stated the crucial role of architectural models as first-class citizens that enable a system to rea-
son about system-wide change and adapt itself accordingly to achieve or maintain its goals. Blair
et al. [4] consolidated and elaborated on these principles in what is now generally known as “mod-
els at runtime.” In 2007, Kramer and Magee [25] stated the crucial role of software architecture in
the realisation of self-adaptive systems, distinguishing adaptation management from goal manage-
ment. Over the past decade, the research community has developed a vast body of knowledge and
know-how on principles, e.g., see [2, 4, 13, 37], models and languages [23, 31, 43, 52, 54], processes
and methods [1, 6, 8, 48], patterns [26, 35, 53], and frameworks [10, 15, 36] to engineer self-adaptive
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systems. Researchers have documented a substantial number of literature reviews and surveys on
various topics in self-adaptive systems, such as the benefits of self-adaptation [51], requirements
for self-adaptive systems [56], approaches to realise self-adaptation [26, 28, 30, 39], the use of for-
mal methods in self-adaptive systems [49], self-protection [57], the notion of uncertainty [20, 29],
and the use of machine learning in the realisation of self-adaptation [17], among others. There are
several basic research works in the field of self-adaptation, e.g., see [7, 9, 22, 38, 44].

In parallel, the principles of feedback control have been studied and applied in industry. For ex-
ample, about two decades ago, IBM launched its legendary initiative on autonomic computing [24].
Inspired by the autonomic nervous system of the human body, the central idea of autonomic com-
puting was to enable computing systems to manage themselves based on high-level goals. Four
classic goals are self-optimisation, self-healing, self-protection, and self-configuration. Autonomic
computing delegates the complexity of system operation to the machine aiming to reduce the time
required by operators to resolve system difficulties and other maintenance tasks such as software
updates. Over the years, industrial solutions based on feedback loops have found their way to
practical applications—for instance, in the domain of elastic cloud to adapt computing resources
and automated management of server parks to deal with changing business needs (e.g., [3, 40]).

Although the output of academic research is documented in research articles, journal volumes,
and books, the current practice of self-adaptation in industry has never been systematically
described.

1.1 Objective and Research Questions

Our general objective is to better understand the state of practice of self-adaptation in industry. To
that end, we perform a large-scale survey with active practitioners. Concretely, this survey aims
at shining a light on what motivates practitioners to apply self-adaptation, what kind of prob-
lems they solve using self-adaptation, how practitioners design and develop self-adaptive systems,
whether they follow any established practices, what difficulties and risks they face in adopting
self-adaptation, and what future opportunities industry sees for the application of self-adaptation.

To the best of our knowledge, no systematic study has been done that investigates these issues.
Investigating industrial practice on self-adaptation and answering the questions targeted by this
study will help narrow the gap between industry and academia. It aims at helping researchers in
academia to get a better picture of how self-adaptation is applied in practice, the industrial needs in
realising self-adaptation, and what problems practitioners face. We conjecture that having a better
picture about industry practice will help the research community to position their efforts with
respect to industrial needs and make well-informed decisions to set future research objectives,
both fundamental and applied. However, drawing a picture of the state of the practice can also
benefit industry by sharing the motivations and potential benefits of self-adaptation, directing
them towards relevant sources of information such as best practices, and identifying opportunities
for collaboration with researchers to address the problems they face.

We aim to answer the following concrete research questions:

RQ1: What drives practitioners to apply self-adaptation in software-intensive systems?
RQ2: How do practitioners characterise self-adaptation?
RQ3: How do practitioners apply self-adaptation in industrial software-intensive systems?
RQ4: What are the experiences of practitioners with applying self-adaptation, and do they see

opportunities for how and where to apply self-adaptation?

With RQ1, we want to investigate the motivations of practitioners for applying self-adaptation,
the kinds of industrial systems for which self-adaptation is applied, and the types of problems they
solve using self-adaptation. In academic research, self-adaptation has been proposed for two main
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complementary problems [44]: (1) to automate the management of complex software-intensive
systems based on high-level goals provided by operators, and (2) to deal with operating conditions
that are hard to predict before deployment and need to be resolved during operation (i.e., mitigating
uncertainties). Key management tasks for self-adaptation are self-healing, self-optimisation, self-
protection, and self-configuration. We want to understand whether industry uses the principles of
self-adaptation to deal with the same or different problems, and whether and how they relate to the
classic system and software management tasks. Answering RQ1 will shine a light on application
areas, motivations, and concrete problems for which self-adaptation is applied by practitioners
or could be applied by practitioners who currently do not use self-adaptation. This may provide
academics with insights in relevant areas to drive and validate research results on self-adaptation.
The results may also indicate applications and problems that are not yet explored in industry and
may benefit both academia and industry.

With RQ2, we aim to investigate the perception of practitioners on the concept of self-adaptation.
We are particularly interested in how practitioners characterise self-adaptation as a property
that enables a system to adapt itself at runtime. To that end, we will elicit concrete examples of
what they understand by self-adaptation. This will give us better understanding of whether and
how practitioners understand the concept of self-adaptation, what terminology they use, whether
there are any differences in the viewpoints on what constitutes self-adaptation, and whether
they consider self-adaptation altogether useful. This may also shine a light on whether there
are any (emerging) industrial standard practices (e.g., a technology stack or tools). Answering
RQ2 will help researchers get a better picture of how practitioners understand the concept of
self-adaptation. However, the insights may reveal potential opportunities for practitioners to
benefit from expertise of other practitioners as well as knowledge developed by researchers.

With RQ3, we aim at examining how self-adaptation has been realised and used in industry.
We are particularly interested in mechanisms, tools, benchmarks, and processes employed in the
industry to engineer self-adaptive solutions. We will pay attention to the degree of automation
and the role of humans in runtime adaptation, as this is commonly considered important for
trust in software-intensive systems (e.g., see [50]). Furthermore, we are interested in comparing
industrial practices with solutions developed by academics, such as modelling techniques,
frameworks, and verification techniques. We also want to understand how practitioners obtain
trust in the self-adaptive solutions they employ. Answering RQ3 will provide insights into
best practices on how practitioners realise self-adaptation. It will highlight the criteria that
practitioners use to apply and realise self-adaptation solutions and may shine a light on to what
extent solutions from the research community have been adopted in industry. These insights will
open opportunities for both academia and industry to steer future research and improve practical
applications.

Finally, with RQ4, we want to understand the difficulties and risks, if any, that practitioners
experience in the design, implementation, and other engineering activities of self-adaptive systems.
We also will probe whether practitioners face problems for which they would appreciate support
from researchers. Finally, we elicit opportunities that practitioners see for applying self-adaptation
that are not exploited yet. Answering RQ4 may help fill the gap between academia and industry.
Furthermore, identifying problems and risks may trigger new collaborative studies to investigate
and address these challenges. Such studies are likely to bridge the gap and result in more targeted
research and improved industrial applications of self-adaptive systems.

1.2 Contributions

By drawing a landscape of the use of self-adaptation in industry, the survey results benefit both
researchers and practitioners. Concretely, the contributions of this study are as follows:
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• An empirically grounded overview of the state of the practice in the application of
self-adaptation
• Insights for researchers to assess their current research in relation to industrial needs
• Insights for practitioners to assess the level of their current practice in applying

self-adaptation
• Additional prospects for applying self-adaptation in practice and opportunities for industry-

research collaborations.

Preliminary results of this study were reported in previous work [46]. That work only considered
a small subset of questions (focusing on the motivations of practitioners to apply self-adaptation,
concrete use cases in practice, and difficulties practitioners face when applying self-adaptation) and
reported initial results based on one batch of data (113 participants). This work extends that study
with the view of practitioners on self-adaptation, the drivers for using self-adaptation, methods
used, experiences with applying self-adaptation in industry, and opportunities for the future. In
this article, we consider the full dataset of 184 participants from more parts of the world.

1.3 Outline

In Section 2, we present the study design with the survey questions and analysis methods used.
Section 3 presents the results for each research question and provides key insights for each research
question. In Section 4, we derive insights from the study results for researchers and practitioners.
Section 5 discusses threats to validity. Finally, we wrap up and conclude in Section 6.

2 RESEARCH METHOD

In this study, we use a survey as the research method [18]. Subsequently, we discuss the population
and sample, the questionnaire, and the data analysis methods we used.

2.1 Population and Sampling

Our target population included practitioners actively involved in the engineering of industrial
software-intensive systems in any domain—architects, designers, developers, testers, maintainers,
operators, and other people who have technical expertise and are actively involved in the devel-
opment and maintenance of these software systems.

Concretely, we contacted 355 practitioners from a wide variety of companies1 via the networks
of the researchers involved in this study (i.e., the authors of this article) to complete the survey. We
used two criteria to invite people: (1) participants should be active in different domains that are
representative of software-intensive systems, and (2) participants have the required expertise to an-
swer the questions. The invited practitioners were spread over 21 countries.2 The invitations were
sent by personalised emails in two batches during the period from November 30, 2020 until July 31,
2022. We sent reminders according to a predefined schedule of 1, 2, and 6 weeks after the invitation.

2.2 Survey Instrument

The survey used a questionnaire to collect data based on a set of predefined questions [18]. Be-
cause practitioners are not necessarily familiar with the term self-adaptation, the survey started

1Almost all practitioners we contacted were from different companies, and the few that were from the same company had
different roles within the company. The participants were asked to answer from their own perspective.
2Sweden 58 invitations, USA 55, Austria 50, Belgium 42, Czech Republic 34, Germany 23, New Zealand 22, The Netherlands
18, Canada 15, Spain 9, Denmark 7, UK 5, France 4, India 2, Greece 2, Poland 1, Norway 1, Switzerland 1, Australia 1, Japan 1,
Unknown 2. A first batch of invitations targeted participants mainly of Europe and a second batch mainly outside Europe.
We observed similar response rates indicating that the results represent a worldwide view.
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with a gentle introduction of the core idea of what constitutes a self-adaptive system using basic
terminology commonly used in industry, and illustrated this with a few characteristic examples
to make it concrete. We used both closed and open questions. Closed questions have a predefined
set of answers, such as yes/no or multiple choice. We also allowed participants to add extra op-
tions for answering several closed questions using a text field. Open questions provide a space
that participants can use to provide an answer. Closed questions allow acquiring a clear view on
a particular topic using basic statistics, whereas open questions allow acquiring in-depth insights
using qualitative analysis. We provide a replication package with all study materials, including the
study protocol, the questionnaire, the raw data, and the analysis results.3

For this study, we used a self-administered anonymous online questionnaire (Survey & Report
hosted by Linnaeus University, Sweden). The main motivation to use an online questionnaire is
to involve a large set of participants with relatively low cost (both time-wise and financially). We
created an initial list of survey questions that were directly derived from the research questions
of this study. The initial list of questions was composed by two members of the research team and
then crosschecked by the other team members.

We validated the questionnaire in a pilot with eight randomly selected participants from the
target population. For this pilot, we added additional meta-questions to the questionnaire about
clarity of terminology and questions, relevance of the questions, scope of the questions, and
the time required to complete the survey. For both clarity of terminology and clarity of the
questions, we obtained an average score of 4.38 on a scale from 1 (Not clear at all) to 5 (Very
clear). None of the participants indicated that questions should be removed or modified. Six
participants indicated that no important aspects were missing. One participant hinted that we
may also probe whether the use of self-adaptation requires a specialised team in the company
or alternatively infrastructure to share knowledge. Another participant suggested adding a
question about scalability of solutions for self-adaptation. One participant stated that the example
system we used to introduce self-adaptation may create some bias, and further that answers to
questions may differ depending on roles on the engineering teams. The average reported time
to complete the survey was 24 minutes. Based on the feedback, we adjusted the introductory
part of the questionnaire. We did not revise the questions, as they were perceived as clear and
well scoped. The finalised questionnaire was then distributed to the participants as explained
earlier.

The first part of the questionnaire (Table 1) solicited whether the participant applies self-
adaptation and collected general demographic information. This allowed us to check whether
the participant had experience with self-adaptation (Q0.1), confirm a good coverage of kinds of
software-intensive systems across participants (Q0.2), the size of the companies of participants
(Q0.3), as well as a confirmation of the participant’s role (Q0.4) and years of experience (Q0.5).

The second part of the questionnaire aimed at questions related to RQ1 collecting data about the
problems for which the participants apply self-adaptation (Q1.1), the main business motivations
for using self-adaptation (Q1.2), and the benefits obtained from applying self-adaptation (Q1.3)
(Table 2). The first two questions had multiple options.4

The third part of the questionnaire covered a question related to RQ2 on how practitioners
characterise self-adaptation (Table 3). This part included only one question that asked participants
to describe a concrete self-adaptive system they had worked with (Q2.1).

3https://people.cs.kuleuven.be/danny.weyns/surveys/sas-in-industry/.
4Q1.2 aimed at investigating motives for applying self-adaptation at a higher level, whereas Q1.3 focused more on low-level
benefits that were technical and specific to a system. The initial lists of the options for these questions were based on the
literature of self-adaptation (e.g., see [9, 16, 45]).
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Table 1. Questionnaire: Demographic Information

ID Question Response Options

Q0.1 Have you worked with concrete self-adaptive
systems?

Yes; No

Q0.2 What kind of software systems does your
organisation build?

Free text

Q0.3 Approximately, how many people are
working on engineering software in your
organisation?

1–10; 11–20; 21–50; 51–100; more
than 100

Q0.4 What is your role in your organisation? Project Manager; Designer;
Programmer; Tester; Operator;
Maintainer; Other (free text)

Q0.5 How many years of software engineering
experience do you have in total?

1–3 Years; 4–8 Years; 9–20 Years; If
other, please specify (free text)

Table 2. Questionnaire: Drivers for Applying Self-Adaptation in Industrial Software-Intensive

Systems (RQ1)

ID Question Response Options

Q1.1 For which problems do you or your
organisation apply self-adaptation
capabilities, i.e., a managing system that
monitors and adapts a managed system to
achieve some objectives?

To automate tasks; To deal with
changes in the environment; To deal
with changes in business goals; To
optimise system performance; To
detect and resolve errors; To detect
and protect a system against threats;
To configure/reconfigure a system;
Other (free text)

Q1.2 What are the main business motivations for
you or your organisation to apply
self-adaptation?

To improve user satisfaction; To
reduce costs; To mitigate risks; To
open up new application
opportunities; Other (free text)

Q1.3 What could be the benefit of self-adaptation
in one of the systems you worked with?
Please explain briefly.

Free text

Table 3. Questionnaire: How Practitioners Characterise Self-Adaptation (RQ2)

ID Question Response Options

Q2.1 Think of a concrete self-adaptive system you worked with.
Name this system and briefly explain its purpose (please use
this system to answer the remaining questions).

Free text

The fourth part of the questionnaire addressed RQ3 on how practitioners apply self-adaptation
in their practice (Table 4). The first three questions investigated the mechanisms that participants
use to monitor (Q3.1) and analyse (Q3.2) the system during operation, and change the system when
needed (Q3.3). The next question investigated the degree of automation of self-adaptation (Q3.4).
The next three questions investigated reuse of solutions (Q3.5–Q3.7). The last question of this part
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Table 4. Questionnaire: How Self-Adaptation Is Applied in Industrial Software-Intensive Systems (RQ3)

ID Question Response Options

Q3.1 What mechanisms or tools does the self-adaptive system you
worked with use to monitor a managed system during operation?
By monitor, we mean tracking properties of the system or its
environment.

Free text

Q3.2 What mechanisms or tools does the self-adaptive system you
worked with use to analyse conditions of a managed system during
operation? By analyse, we mean examining conditions of the
system or its environment and determining whether any adaptation
is required or not.

Free text

Q3.3 What mechanisms or tools does the self-adaptive system you
worked with use to change a managed system or parts of it during
operation? By change, we mean adjusting parameters of the system,
or adding, removing, or changing any parts of it.

Free text

Q3.4 What is the degree of automation of the majority of the
self-adaptive solutions you work with in your organisation?

Semi-automated; Fully
automated; Mixed (Semi- and
Fully Automated); Other (free
text)

Q3.5 Do you reuse solutions to realise self-adaptation in systems you
work with?

Never; Very Rarely; Rarely;
Sometimes; Frequently; Very
Frequently; Always

Q3.6 Please provide a concrete example of reuse you used to realise
self-adaptation.

Free text

Q3.7 Why do you not often reuse solutions when realising self-adaptive
systems? What hinders the reuse? Please provide a short answer.

Free text

Q3.8 How do you ensure that you can trust the self-adaptive solutions
you build? Examples could be extensive testing or human
supervision, but you may use other means. Please describe briefly.

Free text

of the questionnaire probed whether and how practitioners establish trust in the self-adaptation
solutions they build (Q3.8).

Finally, the fifth part of the questionnaire addressed RQ4 on difficulties, risks, and opportunities
of applying self-adaptation in practice (Table 5). The first two questions investigated difficulties
(Q4.1 and Q4.2); the next three questions focused on risks and risk mitigation (Q4.3–Q4.5). The
next two questions probed the interest of practitioners to get support from researchers for solving
problems with self-adaptation (Q4.6 and Q4.7). The last two questions investigated opportunities
for applying self-adaptation beyond the current practice (Q4.8 and Q4.9).

The questionnaire ended with a question (Q5.1) about how confident participants were in gen-
eral about the answers they gave when answering the survey questions with the following possible
answers: Very confident; Confident; Sufficiently confident; Neutral; Somewhat unconfident; Not
confident; Not confident at all. This question is not about answering a particular research ques-
tion, but the answers to this question are important for the validity of the study, as discussed in
Section 5.

2.3 Data Analysis

To analyse closed questions, we used descriptive statistics and quantitative data analysis. There-
fore, we mostly report frequencies of answers, percentages relative to the respective number of
responses, and relationships between answers to questions based on contingency matrices (based
on the categorisation of answers). We only report relationships that led to relevant insights.

To analyse comments to open questions, we used qualitative data analysis. In particular, we used
inductive reasoning to construct codes and infer categories from the data by labelling occurrences
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Table 5. Questionnaire: Risks, Challenges, and Opportunities When Applying Self-Adaptation in

Practice (RQ4)

ID Question Response Options

Q4.1 Did you encounter particular difficulties or challenges when engineering
or maintaining self-adaptive systems you worked with?

Never; Very Rarely;
Rarely; Sometimes;
Frequently; Very
Frequently; Always

Q4.2 Please give one or two examples of the difficulties or challenges that you
encountered when engineering or maintaining self-adaptive systems.

Free text

Q4.3 Did you face any risks when engineering self-adaptive systems you
worked with?

Never; Very Rarely;
Rarely; Sometimes;
Frequently; Very
Frequently; Always

Q4.4 Please briefly describe one or two risks that you faced when engineering
self-adaptive systems.

Free text

Q4.5 How did you mitigate the risks that you faced? Please explain briefly. Free text
Q4.6 Have you faced or seen any problems of self-adaptation for which you

would appreciate support from researchers?
Never; Very Rarely;
Rarely; Sometimes;
Frequently; Very
Frequently; Always

Q4.7 For which problems of self-adaptation would you appreciate support
from researchers? Please briefly explain one or two such problems.

Free text

Q4.8 In your organisation or in industry in general, do you see application
opportunities for self-adaptation that are currently not exploited?

Yes; No

Q4.9 Please describe or give examples of the application opportunities for
self-adaptation that are currently not exploited.

Free text

of codes and grouping them into categories [41]. Similar to others (e.g., Prechelt et al. [34]), we tried
to keep coding simple. We did not have a predefined coding schema or a predefined granularity or
semantic style for the codes. However, we interpreted comments in the context of the question for
which they were given. We used a simple version of open coding [42]. Similar to Méndez Fernández
et al. [12], we used open coding to add codes to small coherent fragments of the comments. We
then categorised the developed concepts in a hierarchy of categories as an abstraction of the codes.
In sub-teams of two or three coders, we coded 886 comments of 12 open questions. Coding was
first done individually and then consolidated in the sub-team. Two other researchers crosschecked
the consolidated coding. Where necessary, the coding was adjusted in consensus between the
sub-team and the researchers. For example, we excluded some comments from coding if they did
not provide any additional insights or if they were too generic, such as a participant answering
“Always” to a closed question and stating “This is how we work” in the comments. Additionally,
we did not map the answers to a closed question to comments for that question. For example, a
participant may have answered that they never reused solutions for self-adaptation but in their
comments indicated reasons they “might” do so (i.e., one comment may cover several concepts,
which may not necessarily match the answer to the closed question). When reporting example
quotes from comments in Section 3, we use verbatim excerpts, including spelling and punctuation
errors.

3 RESULTS

3.1 Demographic Information

In total, 184 participants completed the survey from 355 invitations—a response rate of 51.8%.
Based on the answers to the first question (Q0.1), we split the answers of the other questions
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Fig. 1. Types of software systems build by organisations (Q0.2).

of the demographics into two groups: those provided by all participants, and those provided by
participants who worked with concrete self-adaptive systems.5

3.1.1 Experience with Self-Adaptation (Q0.1). Of the 184 participants who provided valid data,
100 (54.4%) expressed to have worked with concrete self-adaptive systems.

3.1.2 Software Systems Built by Organisations (Q0.2). Almost all participants (181, 98.4%) pro-
vided a valid description of the kind of systems they build. Based on the analysis of the data, we
could classify the answers along two axes: the types of software systems built by the organisations,
and the focus of the software systems. The type refers to the domain, whereas the focus refers to
the activities on which the organisation concentrates within the domain—for example, automation
(focus) within manufacturing (type). Note that the domain may be abstract, such as embedded sys-
tems or communication and networks. However, focus may refer to purpose, such as analytics, but
also specific technologies or methods, such as machine learning.

Figure 1 summarises the types of systems we identified.6 The most frequent types are
web/mobile, embedded/cyber-physical/IoT, data management, and cloud (together, these four
types represent 52.5% of all systems). Sixteen participants (8.8%) built various types of systems.7

5Although we selected participants who have the required expertise to answer questions (second criterion in Section 2.1),
this does not necessarily mean that they have worked (or are working) with concrete self-adaptive systems.
6Because the number of participants who worked with self-adaptive systems is 100 and all provided a valid description,
the absolute numbers are also percentages. We also apply this to the data of the other questions unless stated differently.
7The option ”Various” refers to different kind of systems. The option ”Others” refers to specific types of systems different
from those listed in the table, such as a system for grading software at educational institutions.
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Fig. 2. Focus of software systems built by organisations (Q0.2).

Fig. 3. Size of companies (Q0.3).

The results show that the percentages of the types of systems of all participants and those who
worked with self-adaptation are similar.

In addition to the types of systems, 104 participants (56.5%) provided insights into the focus of
the systems they build. Among the 100 participants who worked with self-adaptation, 60 provided
a description of the focus. Figure 2 shows an overview the results. The dominant focus is mon-
itoring/analytics/control, representing 27.4% of the foci described by the participants. Other key
foci are services (21.7% of the participants who described the focus of the systems they built) and
quality and security (14.2%). Overall, the variety in the types of systems built by the participants
and the different foci in activities underpins the representativeness of the data collected during
the survey.

3.1.3 Software Engineers Working at Companies (Q0.3). Figure 3 summarises the results of the
number of software engineers who work at the companies of the participants. About half of the
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Fig. 4. Roles of participants in their companies (Q0.4).

companies have more than 100 employees who work as software engineers. The other half is about
equally divided over four categories of companies with between 1 and 100 software engineers. The
results are similar for all participants and those who have worked with self-adaptive systems. The
numbers show that we collected data from participants of companies with a significant number of
software engineers—that is, people dedicated to building software-intensive systems (because our
study is interested in the engineering of software-intensive systems, we collected the number of
software engineers at the companies and not the total number of employees as a measure for size).

3.1.4 Roles of Participants in Their Organisation (Q0.4). The role(s) that participants have in
their company are summarised in Figure 4. Of 184 participants, 129 indicated that they have one
role in their organisation. The other participants indicated that they have two or more roles. Over-
all, the participants reported an average of 1.6 roles in their company. The participants who worked
with self-adaptation reported an average of 1.5 roles. The most frequent roles are programmer and
project manager/lead, each representing more than 40% of the participants. About one in three
participants works as a designer or architect. The representation of the other roles is lower in
the sample. The relative numbers for the roles of all participants and those who work with self-
adaptive systems are again similar. One exception is the researcher role: 9 of the 10 participants
who work as a researcher have worked with self-adaptive systems. The results show that we col-
lected data from participants with a broad range of key software engineering roles in industry.

3.1.5 Experience of Participants (Q0.5). Figure 5 summarises the years of experience of partici-
pants as software engineers.8 A majority of the participants have at least 9 years of experience as
a software engineer—that is, 69.6% of the total sample and 76.0% of the practitioners who worked
with self-adaptation. The distributions for all the participants and those who worked with self-
adaptation are similar. The numbers show that most participants of the survey are experienced
software engineers.

8Expertise can be based on any role in relation to engineering software-intensive systems as shown in Figure 4.
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Fig. 5. Software engineering experience of participants (Q0.5).

Fig. 6. Problems to apply self-adaptation (Q1.1).

3.2 Drivers for Applying Self-Adaptation (RQ1)

We now analyse the data that we collected for answering RQ1. This research question focuses on
the drivers of practitioners for applying self-adaptation and the types of problems they solve using
self-adaptation. Note that the data used to answer RQ1 comes from the 100 participants who have
experience with concrete self-adaptive systems (i.e., the participants who answered “Yes” to Q0.1).

3.2.1 For Which Problems Do You Apply Self-Adaptation? (Q1.1). Figure 6 summarises the
results. On average, the participants applied self-adaptation for 3.6 types of problems from the
predefined list (with seven options). The results show that practitioners apply self-adaptation
to deal with a variety of problems. Optimising performance and automating tasks are the main
problems addressed by self-adaptation in industry. However, dealing with changes in business
goals is less frequently solved using self-adaptation. For example, “Others” include support for
testing and evolution.

3.2.2 What Are the Main Business Motivations to Apply Self-Adaptation? (Q1.2). Figure 7
summarises the results. On average, the participants provided 2.1 business motivations to apply
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Fig. 7. Main business motivations to apply self-adaptation (Q1.2).

self-adaptation. Improving user satisfaction, reducing costs, and mitigating risks are the most
selected motivations for using self-adaptation. Opening up new application opportunities was
selected by a lower number of 21 participants. Examples of “Others”are improving utility and
managing complexity.

3.2.3 What Could Be Benefits of Applying Self-Adaptation? (Q1.3). Ninety-two participants
provided meaningful descriptions of benefits of self-adaptation, an average of 1.8 benefits per
participant.

Analysis of Comments. We summarise the findings in Table 6. For each category (bold font) and
code, we include how often it appeared and provide a few example quotes.9 The dominating bene-
fits of applying self-adaptation are improved utility (61 participants), savings in costs and resources
(38 participants), and improved human interaction (37 participants).

Key insight(s) from RQ1:

(1) Self-adaptation is widely applied in industry across a wide variety of domains.
(2) Practitioners primarily apply self-adaptation to optimise performance, automate tasks,

and deal with changes in the deployment environment.
(3) The dominating business motives to apply self-adaptation in industry are primarily im-

proving user satisfaction and reducing costs, and secondarily mitigating risks.
(4) The main benefits of applying self-adaptation are improved utility (in robustness and

performance), savings (costs and resources), improved human interaction (user experi-
ence and engineers support), and handling dynamics (in the context and system load).

3.3 RQ2: Characterisation of Self-Adaptation

3.3.1 Explain a Concrete Self-Adaptive System You Worked With. (Q2.1). Except for one, all
participants with experience in self-adaptation provided a concrete description of a system they
worked with.

Analysis of Comments. Tables 7 and 8 summarise the findings. We focused on characteristics of
self-adaptive systems and identified three categories: subject, type, and trigger of adaptation. With

9Categories have codes that express more concrete instances of the categories.
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Table 6. Comments: Reported Benefits of Self-Adaptation (Q1.3)

Categories/Codes # Example Quotes

Improved utility 61
Robustness 21 “[F]ault tolerance, one node dies, a new one is spawned without manual

intervention.”
“[B]etter error handling and prompt disaster recovery.”

Performance 16 “Improve performance and quality-of-service.”
“[I]ncrease in the speed of adaptation.”

Availability 8 “The main benefit for us is the 99.9999% availability, which is crucial for
some customers of these cloud-specific solutions.”

Other 16 “[F]or IoT: optimized operations, improved energy usage.”
“[A]n important part to guarantee the safety . . . of the overall system.”

Savings 38
Costs 25 “The primary benefit is cost reduction.”

“[T]he cheaper bills for running this in an efficient manner in e.g., a cloud
service.”

Resources 13 “[S]cales down resources during hours when traffic is low, and scales up
during peak hours, without any manual interference.”

Improved human
interaction

37

User experience 19 “Keep Telco network in optimal condition so that QoS and user experience
is maximized, and churn minimized.”
“[B]etter user satisfaction because of prompt website responses.”

Engineers support 18 “[R]emoves most of the optimization burden from programmers, so they
can be more productive.”
“Reduce workload on human operators; make (the results of) certain actions
. . . repeatable and predictable.”

Handle dynamics 22
Load dynamics 12 “Change AGV behavior depending of the workload with the goal to save

energy (battery life).”
Context dynamics 10 “Each machine is unique and its optimal operational parameters change

over time due to ware, location, task and seasonal factor.”

Other improvements 16
Various 16 “In case of spikes in incoming events the system is able to adapt . . .

avoiding bottlenecks.”
“Easier and faster market integration.”
“It’s fundamental in huge infrastructure systems otherwise we can’t make it
happen.”

subject, we mean the system or part of it that is adapted, type refers to the kind of adaptation that
is applied, and trigger refers to the source initiating adaptation.

Ninety-nine participants provided a description of the subject of adaptation in the systems they
work with. Top results are system that occurred 28 times, followed by module with 22 times (i.e., a
part of a system). Platform layer (infrastructure, execution platform, etc.) was mentioned 13 times
and application layer 11 times.

Of the participants who worked with self-adaptation, 86 described a total of 101 instances of the
types of adaptation they apply (i.e., an average of 1.17). Auto-scaling with 33 occurrences and auto-
tuning with 28 are the most frequent types of adaptations applied by the participants. Twenty-two
participants focus on monitoring and analysis only (they may use the human in the loop for other
adaptation functions).

Finally, 62 participants explained a total of 78 triggers of adaptation in their work (i.e., an aver-
age of 1.21 triggers). The main triggers originate from system properties with 27 occurrences and
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Table 7. Analysis of Comments I: Explain a Concrete Self-Adaptive System You Worked With (Q2.1)

Categories/Codes # Example Quotes

Subject of
adaptation

99

System 28 “Our company develops safety critical systems for railway. Systems
architecture is often with redundancy - e.g., 2 out of 3 system, where is
automatic reconfiguration implemented. Purpose is high safety and
availability.”
“A flexible manufacturing system . . . the system and the individual station
within the system can ‘sense’ what kind of work piece it has in front of itself
and what it or another machine should do with it in the next step.”

Module 22 “Environment compensation system for capacitive touch interface. Such
system is influenced by envirenmental change (for example temperature).”
“We manage the memory usage of the process. Once memory usage over a
limit (i.e., 90%), we start throttling the workload.”

Platform layer 13 “Monitoring the memory/CPU/disk consumption of our servers and
suggesting measures to fix it through human intervention.”

Application layer 11 “HotSpot JVM . . . reads a program’s Java bytecode, and adaptively tunes the
performance of the program at runtime, adapting to runtime profiles.”

Cluster 10 “Spark executor auto-scaling system. We built this system to automatically
add or remove nodes to our Spark cluster when we have a high demand of
resources from our Spark jobs.”

Network 6 “Our radios apply ‘channel assessment’ . . . that optimizes the radio channels
used during BLE communication. Our radios also apply very aggressive
power management. peripherals and cores are switched off whenever
possible to minimize the system’s power usage.”

Mixed 6 “Enterprise-cloud environment consisting of dozens of different (micro)
services providing functionality to 3rd parties as well as internal employees -
data management, authentication and authorization, business process
automation, as well as internal development process support (build servers,
logging, etc.).”

CI/CD pipeline 3 “Sacling up and down our infrastructure (CI/CD) chain to build and integrate
the truck software.”

environment properties with 18 occurrences. Changes in the system load, events,10 and user actions
are the other types of triggers for adaptation.

Key insight(s) from RQ2:

(1) Self-adaptation is applied at different levels of industrial software-intensive systems:
from a complete system to parts of a system and support systems.

(2) The dominating types of adaptations applied in industry are auto-scaling, auto-tuning,
and monitoring/analysis.

(3) Adaptions in industrial software-intensive systems are triggered by changes in proper-
ties of systems and their environments, dynamics in system load, relevant events, and
through user actions.

(4) Technologies such as elastic cloud and auto-scalers are key enablers for the realisation
of self-adaptation in practice.

10An event is an occurrence or action that happens asynchronously at some point in time, such as an alarm or an alert.
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Table 8. Analysis of Comments II: Explain a Concrete Self-Adaptive System You Worked With (Q2.1)

Categories/Codes # Example Quotes

Type of adaptation 99
Auto-scaling 33 “Automated horizontal scaling of AWS EC2 instances for medical data

processing systems.”
“[A]utoscale a cluster based on the resource usage of the nodes of the cluster.”

Auto-tuning 28 “A mink feeding robot, that can adjust the food amount according to a set of
feeding rules and the food left over from last feeding.”

Monitor/Analysis 22 “We configured AWS alarms to monitor performance of our systems in case
we get more than few number of HTTP 400/500 errors.”
“Monitoring the memory/CPU/disk consumption of our servers and
suggesting measures to fix it through human intervention.”

Automated
reconfiguration

11 “Continuous integration system - Other & starts building & testing a new
version as soon as it detects code changes Build alignment - Creates a new
release whenever a subsystem builds successfully.”

Other 5 “Our mobile robots scan their environments using laser scanners and other
sensors and plan their behavior accordingly.”
“[S]elf healing automotive systems.”

Trigger for
adaptation

78

System properties 27 “Auto-scaling functionality of an Azure Service Fabric cluster running a
transformation load for processing AGV statistical and playback data.”
“Realtime focused data streaming protocol . . . must take care to avoid
exhausting the network resources and thus incurring packet loss and latency
spikes, which are very noticeable in games.”

Environment
properties

18 “An IoT system running in Kubernetes and used to monitor water leaking for
household insurance.”
“A flexible manufacturing system . . . can ‘sense’what kind of work piece it
has in front of itself and what it or another machine should do with it in the
next step.”

System load 14 “Kubernetes, for handling load intensive periods for scaling up, and self
recover from crashes.”
“Autoscaling of SaaS applications in function of load on AWS and Azure
clouds.”

Events 12 “We use kubernetes which provides notification callbacks on any event such
as host/pod not available, based on these events we auto mark the node was
inactive and do not use those nodes for further write or read operations.”
“Auto Scaling an EMR cluster in AWS based on incoming event data.”

User actions 7 “[Adapt] cache warm up strategy based on user interactions.”
“[S]cammers . . . To decide the users that are most likely to be a scammer, the
system tracks the past performance of models responsible for flagging
potential scammers.”

3.4 RQ3: Application of Self-Adaptation

3.4.1 What Mechanisms or Tools Does the Self-Adaptive System You Worked with Use to Monitor

a Managed System During Operation? (Q3.1). The participants provided a total of 146 instances of
mechanisms or tools they used for monitoring in a self-adaptive system they worked with (i.e., on
average, 1.5 mechanisms/tools per participant).

Analysis of Comments. Table 9 summarises the findings. The participants focused on both “what”
is being monitored and “how” monitoring is done. Based on this, we identified three categories:
monitoring metrics, monitoring mechanisms, and monitoring tools. Of the 100 answers, we marked
14 as unclear.
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Table 9. Analysis of Comments: Mechanisms or Tools Used to Monitor a Managed System (Q3.1)

Categories/Codes # Example Quotes

Monitoring metric 75
Resource usage 23 “Active sessions counting, resource utilisation (e.g., RAM) monitoring given

by VM.”
“Typically CPU and Memory usage.”
“Helsim: uses CPU counters to measure time or power consumption to
process particles.”

Load 18 “Number of incoming HTTP requests.”
“The system polls the queue of the Spark job scheduler in our cluster every
5 seconds via REST API, using a NiFi flow.”
“Number of queries.”
“[N]umber of requests.”

Reliability metrics 13 “AWS lambda error metric is monitored to see if the sum of 400/500 errors
for every part 5 mins is less than some specified amount.”

Performance metrics 12 “We track the response times for the users’ requests.”
“[M]onitored systems implement specific features to provide data about
their performance.”

Application state 9 “Tracking properties are - correct integrity - functionality of memorries
(RAM, ROM), correct values and integrity of data among redundant parts.”

Monitoring
mechanism

20

Environment sensors 9 “Based on external information (external sensors like Lidar, Camera, GPS, . .
.) making sure no accident were to happen.”
“Exteroceptive are aggregated to create a snapshot of the world’s state.
These are LIDAR and Image sensors. We use Proprioceptive sensors to
determine the robot’s state. These are encoders only.”

Logging mechanisms 6 “Logging software triggered whenever an incoming request is made.”
“The system logs all interactions, both errors and successful operations.”

System sensors 4 “Based on internal information (internal sensors like Wheel speed, steering
angle, yaw and roll sensors, . . .) optimize the performance to support the
driver to drive optimal.”

Humans 1 “Human review decisions are used to monitor the precision of models.”

Monitoring tool 34
Kubernetes monitoring 9 “Kubernetes clusters are made out of master and worker machine nodes. On

the worker nodes runs a process called kubelet that monitors the state of
the worker nodes in the Kubernetes cluster.”
“Probes implemented in the application, metrics provided by K8s metrics
server (goes down to cgroups via kubelet).”

Prometheus 9 “[E]very service exposes a defined set of metrics. We collect metrics
regarding every layer of the distributed system. We mainly use Prometheus
and Splunk to collect these metrics.”
“Prometheus and grafana for monitoring health of services.”

AWS monitoring 8 “We use AWS CloudWatch service to monitor and act on any event with
ServerLess AWS lambda functions.”
“AWS Lambda based monitor which monitor aprox number of message in
SQS queue.”

Other: Azure
monitoring, Datadog,
Splunk, cAdvisor,
Elasticsearch

8 “Default tooling from Azure/AWS in combination with splunk.”
“We are using Datadog to collect relevant metrics.”
“AKS monitors the system load and response time to start-up more
instances. It also checks for malfunctioning applications and restarts them
when stalled, providing high availability.”
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The participants mentioned a total of 75 metrics they use for monitoring. Resource usage with
23 occurrences, system load with 18, and reliability with 13 are the most frequently mentioned
metrics.

The participants described a total of 20 monitoring mechanisms. Environment sensors occurred
nine times and system sensors four times. Six participants described different logging mechanisms,
and in one system, a human is involved in monitoring.

Finally, the participants provided a total of 34 tools they use for monitoring. The most prominent
tools are Kubernetes monitoring and Prometheus, which each occurred nine times, followed by AWS
monitoring with eight occurrences.11

3.4.2 What Mechanisms or Tools Does the Self-Adaptive System You Worked with Use to Analyse

Conditions of a Managed System During Operation? (Q3.2). The participants provided a total of 115
instances of mechanisms or tools they used for analysing conditions of a self-adaptive system they
worked with (i.e., on average, 1.5 mechanisms/tools per participant).

Analysis of Comments. Table 10 summarises the findings. We identified two categories: analysis
mechanisms and analysis tools. Out of the 100 valid answers, 21 were marked as unclear or not ap-
plicable (e.g., “Fairy simple algoritms” or “The tech stack we use is proprietary and the tools we use
are built in house”). The rest of the participants mentioned a total of 73 mechanisms they use for
analysis. The most frequently mentioned mechanisms are data analysis methods (e.g., interference,
statistical data analysis, what-if analysis, and search-based methods) with 18 occurrences, com-
parison to threshold with 16 occurrences, and metric(s) calculation and learning (mostly machine
learning) with 12 occurrences. The participants provided a total of 23 tools they use for analysis.
AWS analysis tools occurred nine times, followed by Kubernetes stack with seven, and Dynatrace
with two occurrences. Other tools mentioned by the participants include Splunk, JMX, Jasmina,
Azure, Openshift, and Kibana.

3.4.3 What Mechanisms or Tools Does the Self-Adaptive System You Worked with Use to Change

a Managed System or Parts of It During Operation? (Q3.3). The participants provided 126 instances
of mechanisms or tools they have used for applying changes (i.e., 1.3 mechanisms/tools per
participant).

Analysis of Comments. Table 11 summarises the findings. Out of the 100 valid answers, 23 were
marked as unclear or not applicable. We identified two categories: change mechanisms and change
enacting tools. In total, 83 instances of mechanisms for change were reported. Scaling mechanisms
with 36 occurrences and reconfiguration (changing the adaptation logic, network reconfiguration,
parameter adjusting, load balancing) with 25 occurrences are the most frequently mentioned
changing mechanisms. Twelve participants used non-automated mechanisms that refer to notifica-
tions and change tasks done by humans. The participants mentioned 19 tools they use for enacting
change. Kubernetes occurred nine times; AWS seven times; and other tools, including Openshift
and Dynatrace, three times.

3.4.4 What Is the Degree of Automation of the Majority of the Self-Adaptive Solutions You Work

with in Your Organization? (Q3.4). All 100 participants provided an answer to this question; Figure 8
summarises the findings. Forty-seven participants reported mixed automation in their projects
(both semi- and fully automated), whereas 31 indicated semi-automation and 19 indicated full
automation. Three participants selected “Other”: 2 of them mentioned that there is no automation,
and the third stated “fully-automated till first incident.”

11https://kubernetes.io/; https://prometheus.io/; https://aws.amazon.com/.
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Table 10. Analysis Comments: Mechanisms or Tools Used to Analyze Conditions of a

Managed System (Q3.2)

Categories/Codes # Example Quotes

Analysis mechanism 73
Data analysis methods 18 “I think it uses some rolling average or some similar algorithm to estimate

whether to scale up or down.”
“[S]imple statistical inferences based on metrics and simple rules encoded
by developers.”
“[S]tatistical analysis of data.”

Comparison to
threshold

16 “Comparing the error rate with constant/dynamic thresholds.”
“Hard coded critical boundaries like min max values which lead to
switching over to emergency modes. . . .”
“[W]hen it falls below Service Level Agreements this indicates a need for
auto-scaling.”

Metric(s) calculation 12 “Failure rate is used to measure quality of adaptation parameters.”
“Capturing performance of each node.”
“Measurement of traffic load, CPU utilization, and general availability
metrics (reachability, status, . . .).”

Learning 12 “Each station has a kind of edge computing component that performs some
analysis based on machine learning results.”
“It tracks both the internal working conditions (load) of itself as a serving
component, and learns about overall serving conditions.”
“The system uses biosensory feedback to determine the riders’ happiness. . .
.”

Custom rules 9 “Mostly a simple ruleset gleaned by experimentation and observing how
the resulting adaption steps perform at runtime.”
“[W]e have alertmanager to set up some rules that are known to be issues
that have clear solutions.”

Auto-scaling policy 5 “[T]he response of the scheduler is parsed and the queue length is
evaluated. If greater than zero, the flow performs a SCALE UP operation. If
equal to zero, the flow performs a SCALE DOWN operation.”

Semantic reasoning 1 “Reasoning on knowledge graphs.”

Analysis tool 23
AWS analysis tools 9 “Analytics functions native to the cloud environment the system runs in

(AWS).”
“AWS based auto-scaling conditions as provided in the Cloud formation
setup of the cluster.”

Kubernetes stack 7 “The master nodes have all sorts of different components such as the
kube-scheduler, controllers and state db (etcd), that are managed via the
kube-apiserver.”
“Built-in Kubernetes/Openshift mechanisms. . . .”

Dynatrace 2 “[A]nalyze was done by Dynatrace or by Keptn itself by checking against
thresholds.”

Other 5 “We mainly use rule-based systems like Splunk to automatically analyse
production metrics against patterns.”
“Default tooling from Azure.” “Kibana.”

3.4.5 Do You Reuse Solutions to Realise Self-Adaptation in Systems You Work With? (Q3.5). All
100 participants provided answers to this question, which are summarised in Figure 9. A majority
of 71 participants reuse solutions in self-adaptive systems at least sometimes (44 of them reuse so-
lutions frequently to always). The other 29 participants rarely, very rarely, or never reuse solutions.

3.4.6 Please Provide a Concrete Example of Reuse You Used to Realise Self-Adaptation. (Q3.6).

Sixty-seven participants provided examples of reuse in the realisation of the self-adaptive systems.
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Table 11. Analysis of Comments: Mechanisms or Tools Used to Change a Managed System or

Parts of It (Q3.3)

Categories/Codes # Example Quotes

Change mechanism 83
Scaling mechanisms 36 “The server-side system has a load balancer. Hence we increase the number

of workers behind the load balancer to decrease the average response time
for the users.”
“It adjusts the number of worker nodes.”
“Adding a completely similar server/serverless Lambda instance.”

Reconfiguration 25 “The adaptation directly adjusts the period between the packet send events,
as well as the number of packets allowed during each send event. . . .”
“Depending on context, controlled variables are managed through different
automation systems.”
“[R]econfiguration of the management entity . . . to support a larger (or
smaller) scale distributed system.”
“[L]oad balancer/director that may support controlling the exposure facade
towards the system environment.”

Non-automated 12 “To effect change on the managed system, the results from the tool need to
be approved by an engineer, and are then acted on by the mining and plant
teams. These processes are for the most part not automated. . . .”
“Generating alerts and expecting humans to resolve the error manually
based on suggestions.”
“Did not do this . . . Based on safety protocols this could not be secured.”

Restarting/deploying 7 “Mostly just restarting the managed subsystems. In the case of Kubernetes
HPA, its the horizontal scaling (up/down) of the Pods.”
“Generally restarts the unhealthy workload, but in the case of autoscaling
can also be used to add or remove replicas.”
“[O]ur pipelines use simple bash scripts to deploy previous versions when
new versions fail.”

Migration 3 “Once the control process informs the control plane, it starts a workflow what
we call as instance warming workflow which will dump items that supposed
to go to that node from another replica and fills them.”
“[V]irtual machine (VM) migration or creation.”

Change enacting
tool

19

Kubernetes 9 “Mostly just restarting the managed subsystems. In the case of Kubernetes
HPA, its the horizontal scaling (up/down) of the Pods.”
“[T]o change topology we simply use K8S api to add/remove worker pods.”

AWS 7 “AWS based in-built auto scaling capabilities.”
“Use the AWS ElasticLoadBalancer and also trigger actions via AWS Lamda
functions when required.”

Other 3 “IBM ITM, Log Analyzer, TCAM.”
“UC4 Automation Engine workflows that orchestrate kubernetes clusters.”
“Build-in Openshift mechanisms.”

Analysis of Comments. Table 12 summarises the findings. We focused on the subjects of reuse
and identified five categories: code, design artifacts, specifications, IT infrastructure, and procedures.
The 67 participants provided a total of 91 objects of reuse in adaptation (i.e., an average of 1.4).
Code occurred 33 times, with modules as the top subject of reuse (18 instances). Design artifacts
was mentioned 22 times with patterns and architecture as main subjects of reuse (each with 7
instances). Specification was mentioned 18 times as objects of reuse, IT infrastructure 11 times,
and procedures 7 times. The results demonstrate that reuse in self-adaptation is common practice,
although the use of patterns (a topic that gets increasing attention in research) is limited.
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Fig. 8. Degree of automation of the self-adaptive solutions the participant has worked with (Q3.4).

Fig. 9. Do you reuse solutions to realise self-adaptation? (Q3.5).

3.4.7 Why Do You Not Often Reuse Solutions When Realising Self-Adaptive Systems? What Hin-

ders Their Reuse? Please Provide a Short Answer. (Q3.7). This was a conditional question that was
only asked to the participants who answered never or very rarely to Q3.5 (which asked whether
participants reuse solutions to realise self-adaptation). Twenty-three participants provided such
an answer to Q3.5.

Analysis of Comments. Table 13 summarises the findings. From 18 participants who provided
valid answers, we identified 19 reuse hurdles (i.e., an average of 1.1). The main hurdle reported by
11 participants is difference in problems, hampering easy reuse. Other hurdles are lack of experience
or maturity in applying self-adaptation within the company (four occurrences), and the complexity
of the system and organisational concerns (each with two occurrences).

3.4.8 How Do You Ensure That You Can Trust the Self-Adaptive Solutions You Build? (Q3.8).

Ninety-one of the 100 participants who worked with self-adaptation provided valid answers.
Analysis of Comments. Table 14 summarises the findings. The participants provided a total of

152 instances of techniques for ensuring trust in the self-adaptive systems they build (i.e., on av-
erage, 1.7 techniques per participant). We grouped the techniques into three categories: testing
and verification, stakeholder-centred techniques, and online techniques. Testing and verification was
mentioned 71 times, with extensive testing being the main technique occurring 58 times, followed
by benchmarking occurring 10 times, and verification (3 times). Stakeholder-centred techniques
were mentioned 45 times. In this category, human supervision (22 occurrences) and rigorous design
and development (10 occurrences) were the main reported techniques. Finally, online techniques
were mentioned 36 times, with runtime monitoring and alerting as the main reported technique
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Table 12. Comments: Examples of Reuse in Self-Adaptive Systems (Q3.6)

Categories/Codes # Example Quotes

Code 33
Modules 18 “Self adaptation mechanisms used for speech recognition . . . are also used for

computer assisted coding solutions.”
“Different parts of the Behavior tree can be reused in different robots.”

Scripts and algorithms 8 “The same scripts and solutions are constantly reused - because it’s the easiest
way to create new with a constant lack of time.”
“Threshold algorithms are reused frequently, with the threshold value adapted
for the specific use case.”

Libraries 7 “[I]nternal libraries that simplify monitoring, interaction with external tools,
etc.”

Design artifacts 22
Patterns 7 “We try to reuse design patterns (e.g., autoscaling) for all cloud native

applications we build.”
“Re-use of design patterns like MAPE-K.”

Architecture 7 “AWS stack . . . can be used as a generic template cross different applications
which are based on a job processing.”

Know-how 5 “We use similar principles in different product.”
“We reused knowledge of driver parameter adaptation from FDM (3 axis)
printer while designing a SLA (single axis) printer.”

Models 3 “[M]achine learning cost models can be reused by different systems.”

Specifications 18
Policies and rules 5 “[A]uto-scaling policies . . . have a standard definition which can be reused in

different systems or use-cases.”
Configuration files 5 “K8s config files for different cloud native application can be similar.”
Templates 4 “We reuse very similar set of configuration templates of container deployment.”
Metrics 4 “Kibana alerts.”

IT infrastructure 11
Frameworks and platforms 7 “[A] framework for monitoring metrics that allows labels to be given to

properties, the time-series data to be tracked in a database, and then hooks to
visualization database and alert systems.”

Tools 4 “Use the same tools AWS provides for all our different product deployments.”

Procedures 7
Processes 3 “Writing ‘watchdog’ processes for systems that aren’t deployed to kubernetes.”
Pipelines 2 “[P]ipeline (Application - Datadog - custom logic - AWS API) is replicated with

different settings for different use-cases.”
Schedules 2 “Most of the approaches we use for digital twins share some history . . . An

example of that is in the scheduling space, where schedules need to adapt to
changes in resources or the inclusion and removal of tasks.”

Table 13. Comments: Why Not Often Reuse Solutions When Realising Self-Adaptive Systems? (Q3.7)

Categories/Codes # Example Quotes

Reuse hurdles 19
Different problems 11 “In my case every self-tuning problem is different and prevents easy

reuse.”
“Our applications and application domains are very different and
since we do research we actively look for new and different
challenges.”

Lack of
experience/maturity

4 “I think lack of competence is a huge thing to overcome, though
most of the organisations around us try to catch up.”

System structure 2 “The solutions were too coupled, too integrated and not enough
modularized.”

Organisational concerns 2 “We have to go through a legal department in order to reuse code
from outside . . . That poses a large problem.”
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Table 14. Analysis of Comments: Techniques for Ensuring Trust in Self-Adaptive Solutions (Q3.8)

Categories/Codes # Example Quotes

Testing and verification 71

Extensive testing 58 “We use extensive testing (unit, module, system).”
“We have extensive testing on test k8s clusters, provisioned for
these purposes.”
“We have countless amount of testing and verification code built as
part of the OpenJDK to ensure the quality of the product is
appropriate.”

Benchmarking 10 “As a lot of the self adaptation logic involves optimization
opportunities, we also regularly run many benchmarks and
immediately report regressions.”
“We do testing of the machine learing models, but we also have pilot
factories where we test our methods and design to see if all station
perform as itended.”

Verification 3 “[E]xpert testing, supervision, verification when applicable.”
“Testing, but also some human verification as part of the Cloud
Operations team.”

Stakeholder-centred

techniques

45

Human supervision 22 “Human supervision until confident.”
“Extensive system testing and gradual release of human supervision
levels upon system going live.”

Rigorous design and
development

10 “[V]irtual training to ensure operators understand and are
comfortable with the conditions in which the safety system will
engage.”

Trust in third-party
software

8 “[F]or features like auto-scaling compute . . . we use trusted vendors
and deploy these features mainly for analytics use cases which are
not business-critical.”

Operational constraints 5 “[T]he concrete actions that are taken by the system are defined by
the user. [S]o there is never a surprise. [T]he system only decides if
and when to apply these actions.”
“Our autotuning algorithms never fail for particular (exactly
specified) set of systems. If the system fulfils these assumptions, it
works always.”

Online techniques 36

Runtime monitoring and
alerting

27 “In cases where an existing system is not being replaced but rather
new capability is being added, results will be tracked over time to
ensure accuracy.”
“[W]e have deployed some alert to track the high-level properties of
the system.”

Continuous testing during
operation

6 “[T]here is gradual canary testing in the real production system.”
“Automated test scripts, automated ‘synthetic transactions’ in
production, model performance validation.”

Mitigation strategies 3 “This automation can provide alter with all the steps and rollback
automatically if there is any issue.”
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Fig. 10. Did you encounter difficulties when engineering or maintaining self-adaptive systems? (Q4.1).

(27 occurrences). In contrast to an important focus of research in self-adaptation, (formal) verifica-
tion as a technique to ensure trust was only mentioned 3 times.

Key insight(s) from RQ3:

(1) Resource usage and system load are the main types of monitoring metrics used in prac-
tice. These metrics are primarily tracked by sensors in the environment and the system.

(2) Practitioners use various mechanisms for analysis in realising self-adaptation, with data
analysis methods and comparison to thresholds as the main mechanisms.

(3) A wide range of mechanisms are used to enact self-adaptation in industrial systems,
with auto-scaling and reconfiguration as the top mechanisms.

(4) Practitioners extensively rely on tools such as Kubernetes and AWS to support the real-
isation of different functions of self-adaptation.

(5) Industrial systems apply a mix of semi- and fully automated adaptation.
(6) A majority of practitioners reuse solutions when applying self-adaptation, mainly in

the form of code, design artifacts, and specifications.
(7) Ensuring trust in industrial self-adaptive systems is mainly achieved through extensive

testing, runtime monitoring and alerting, and human supervision.

3.5 RQ4: Difficulties, Problem Support, and Opportunities

3.5.1 Did You Encounter Particular Difficulties When Engineering or Maintaining Self-Adaptive

Systems You Worked With? (Q4.1). Figure 10 summarises the findings. Forty-one of 100 participants
report that they sometimes face difficulties with applying self-adaptation. Thirty participants en-
counter difficulties frequently or very frequently, whereas 17 rarely or very rarely have difficulties.
Four participants always face difficulties with engineering self-adaptive systems, whereas 8 never
face difficulties.

3.5.2 Please Give One or Two Examples of the Difficulties That You Encountered When Engineer-

ing or Maintaining Self-Adaptive Systems. (Q4.2). Seventy-four participants reported a total of 140
difficulties (i.e., on average, 1.9 difficulties per participant). Table 15 summarises the findings.

Analysis of Comments. We identified four categories of difficulties: design issues, lifecycle issues,
runtime issues, and people and process issues. The most frequently reported difficulties, 43 in total,
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Table 15. Analysis of Comments: Difficulties with Engineering or Maintaining Self-Adaptive

Systems (Q4.2)

Categories/Codes # Example Quotes

Design issues 43

Reliable/optimal design 26 “With high availability requiremets, the chance something fails somewhere
sometime is close to a 100%. The systems needs to be designed to still
provide service despite erroneouse behavior or failing parts in the system.”
“[T]he main challenge is to design adaptation function with respect to
computation context.”

Design complexity 17 “Complexity in defining the adaptation rules. Conditions are not always
obvious.”
“Self-adaptiveness or resilience have to be taken into consideration at each
stage of the . . . workflow. This is really a challenge as more often than not
these are concepts that are completely obscure to the average
programmer/devop mind.”

Lifecycle issues 42

Tuning/debugging 19 “Debugging the root cause of a scaling failure might be time-consuming:
also, in some cases the problem might be outside of your control (e.g.,
temporary lack of EC2 Spot capacity in AWS).”

Limitations tools/methods 13 “The metrics available are not always fully transparent and built with
auto-scaling in mind.”
“IAM permissions are hard to deal with when configuring these self-adaptive
systems. Usually, the permission to scale or to notify is not properly
configured.”

System/environment evolution 10 “If the functionality is not designed in from the beginning then it is a huge
amount of work to implement later.”
“System architecture over lifetime (nee features to be added. . .).”

Runtime issues 30

Runtime uncertainty 17 “Many self-adaptive systems are based on unproven heuristics. Therefore,
they usually do not work in many cases.”
“It is hard to guess how much can the environment affect the system . . . It is
hard to extend the parameters to cover whole production.”

Data collection/evaluation 7 “Gathering quantitative data samples to evaluate the performance is very
complicated.”
“[S]ensors gives wrong reading values.”

Resources required 3 “Sometimes it doesn’t react fast enough. It also takes computation resources
for this self-adaptive software, and the compute resources use increases with
the number of incoming requests.”

Delayed/missing runtime
changes

3 “Autoscaling is often too slow or triggered too late.”
“Notifications are delayed or missed.”

People and process issues 24

Skills/experience 14 “Every self-adapt system must be tuned up which is sometimes tricky and
needs high skilled engineers.”
“The Kubernetes/Openshift cloud and centralized log storage . . . require
experienced administration staff and vast knowledge of many networking
concepts (. . . DNS, NAT).”

Process and management 9 “We are not yet very experienced . . . the main challenges were to convince
the central IT department this was the way to go, then to design the system,
and obviously to master the technology itself.”

Automation 1 “[O]ften automation is not trusted enough by humans. [H]umans want to
stay in the loop.”
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Fig. 11. Did you face any risks when engineering self-adaptive systems? (Q4.3)—100 answers.

relate to the design of self-adaptation, particularly reliable/optimal design (26 occurrences) and
design complexity (17 occurrences). Lifecycle issues were reported 42 times, particularly tun-
ing/debugging (19 occurrences) and limitations of tools and methods (13 occurrences). Difficulties
with runtime aspects of self-adaptive systems was reported 30 times with runtime uncertainty
mentioned 17 times, and difficulties related to people and process occurred 25 times with skills
and experience occurring 14 times.

3.5.3 Did You Face Any Risks When Engineering Self-Adaptive Systems? (Q4.3). Figure 11 sum-
marises the findings. Thirty-four of 100 participants sometimes face risks when engineering self-
adaptive systems. Eighteen report frequently to always encounter risks. However, 48 participants
rarely to never face risks when engineering self-adaptive systems.

3.5.4 Briefly Describe One or Two Risks That You Faced When Engineering Self-Adaptive Systems.

(Q4.4). The participants provided a total of 60 responses containing 66 instances of risks faced
when engineering self-adaptive systems. On average, the participants reported 1.3 risks.

Analysis of Comments. Tables 16 and 17 summarise the findings. Out of the 60 valid answers,
11 were marked as unclear or not applicable. We identified four categories of risks: faults, difficul-
ties with development/operation, impact on qualities, and impact on business. The most frequently
mentioned risks, 20 in total, relate to faults, particularly incorrect functionality (seven occurrences),
wrong results and misconfiguration (four occurrences each), and network failure (two occurrences).
Difficulties with development/operation relate to difficulties to manage environment uncertainty
(six occurrences), and difficulties to test and build systems (four occurrences each). Participants
mentioned also the risk of having several qualities impacted; performance degradation with five
occurrences the most frequent, followed by reduced availability and safety and security threats
with four occurrences each. Finally, negative impact on the business in terms of increased cost
(five occurrences) and losing control and trust (four occurrences) are also reported as important
risks when applying self-adaptation.

3.5.5 How Did You Mitigate the Risks That You Faced? (Q4.5). The participants provided 51
responses containing 66 instances of risk mitigating techniques when engineering self-adaptive
systems (i.e., on average, 1.3 techniques per participant).

Analysis of Comments. Table 18 summarises the findings. Out of the 100 valid answers, 13
were marked as unclear or not applicable. We grouped a variety of reported risk mitigation
mechanisms into three categories. Stakeholder-centred techniques is the largest category with 25
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Table 16. Analysis of Comments I: Risks Faced When Engineering Self-Adaptive Systems (Q4.4)

Categories/Codes # Example Quotes

Faults 20

Incorrect functionality 7 “Automation can lead to unexpected values.”
“The process might be OOM killed if the self-adaptive system
doesn’t function correctly (i.e., bugs).”

Wrong results 4 “[I]ncorrect results.”
“Wrong decisions based on faulty models.”

Misconfiguration 4 “Tuning autoscaling settings can be problematic resulting in
unexpected results.”
“Wrong threshold levels may lead to unwanted responses.”

Network failure 2 “Giving control to software that can change production
environments can cause network failure.”

Other 3 “[D]ata loss.”
“[H]euristics that work well on some applications, do not always
perform the best for all applications.”

Difficulties with

development/operation

16

Difficult to manage
environment uncertainty

6 “We face a risk of underestimating environment variability.”
“Legacy monitoring solutions don’t cope well with environments
that scale back.”
“Risk may be encountered if the incoming event stream is
completely unpredictable and have huge spike differences in data
for a considerable period of timr.”

Difficult to test 4 “[I]f the executed actions that will be done by the self-adopting
system are not tested before, it might introduce some risks.”
“It is also difficult to do reliable performance testing in
non-production environments.”

Difficult to build 4 “[I]mplementing and designing self-adaptive systems may initially
seem to take longer time – hence the risk of not being allowed to
implement it as good as it can be done.”
“Costs of building own (self-hosted) environment. . . .”

Other 2 “[L]ife updates (no downtime).”
“There is always a lingering concern of quis custodiet ipsos custodes
- or ‘who watches the watchmen.”

occurrences, followed by offline techniques and online techniques with 18 and nine occurrences
each. Within stakeholder-centred techniques, rigorous design and development (eight occurrences),
code review (four occurrences), and human supervision (four occurrences) are the most popular
risk mitigation techniques. Extensive testing with 15 occurrences is the mostly mentioned offline
technique, whereas runtime monitoring and analysis with six occurrences is the most mentioned
online technique to mitigate risks.

3.5.6 Have You Faced or Seen Any Problems of Self-Adaptation for Which You Would Appreciate

Support from Researchers? (Q4.6). Figure 12 summarises the findings for Q4.6 obtained from the
184 participants.12 Thirty-three participants (17.9%) frequently to always experience problems
with self-adaptation for which they would appreciate support from researchers, whereas 43

12We asked this question to all participants (those who applied self-adaptation and those who did not), as practitioners
may refrain from applying self-adaption because of the problems they may expect with applying it in their practice.

ACM Transactions on Autonomous and Adaptive Systems, Vol. 18, No. 2, Article 5. Publication date: May 2023.



Self-Adaptation in Industry: A Survey 5:29

Table 17. Analysis of Comments II: Risks Faced When Engineering

Self-Adaptive Systems (Q4.4)

Categories/Codes # Example Quotes

Impact on qualities 16
Performance
degradation

5 “[R]isk of degrading the performance instead of improving it, and
degrading the user experience as a result.”
“Performance impact on the running system when applying auto-scaling
(e.g., scaling down).”
“[S]ometimes a sequence of perfectly acceptable self-adaptive automatic
actions can lead to outages worse than the root cause.”

Reduced availability 4 “If the system did not behave properly this could result in an outage. . . .”
“Availability of the system during the auto-scaling rules being applied.”

Safety and security
threats

4 “If a system is self-adaptive, how can we secure that it is safe during
production (some parts can be powered for self test during assembly and we
need to know it is safe)? If we use machine learning on a self-adaptive
system, how do we secure safety?”
“There is a risk of misconfiguration that can lead to lost nodes and
applications, security exposures etc. There are also security risks involved
with the base building components, such as docker images from untrusted
sources. . . .”

Extra resource
consumption

2 “Risk of all resources being eaten up by a self-adaptive process.”
“[I]t may use up too many unnecessary hardware and software resources.”

Reliability issues 1 “Reliability issues in case of non-converging oscillations or plain wrong
output due to prolonged failures in the metrics collection pipelines or
simply wrong algorithms.”

Impact on business 14
Increased cost 5 “Regarding autoscaling, the main issue was to fail and so increasing the

infra cost of the users due to bugs in the system.”
“Lost control over system size. This also impacted the approx. total cost
agreed with the customer.”

Losing trust and
control

4 “Trust. Because flexible manufacturing systems have some kind of
autonomous behavior with tasks that have been done manually, our clients
are initially very sceptial and to not trust the systems initally.”
“[R]isk of losing (manual) control of the system for the sake of automation.”

Harder to
understand/fix

3 “[T]he whole system becomes more complex, hence fewer people
understand all details of its behaviour.”
“More difficult troubleshooting for a self-adapting, distributed system.”

Not useful 2 “The self-adaptive system might not perform better than the baseline when
dealing with dynamic shapes, as the cost model might not be generic
enough to predict the performance.”

participants (23.4%) sometimes to rarely face such problems. However, 108 participants (58.7%)
rarely to never experience problems for which they would appreciate support from researchers. In
summary, approximately 40% of the participants believe that they would benefit from support of
researchers to address some of the problems they face with engineering self-adaptive systems. We
observed only small differences between participants with and without expertise in self-adaptation
(58.7% of the participants with expertise would never or rarely appreciate support versus 62.8% for
those without expertise; 23.4% with expertise would sometimes appreciate support versus 16.3%
and 17.9% with expertise would frequently to always appreciate support versus 20.9% without
expertise).

3.5.7 For Which Problems of Self-Adaptation Would You Appreciate Support from Researchers?

Please Briefly Explain One or Two Such Problems. (Q4.7). Sixty-five participants described a total
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Table 18. Analysis of Comments: Techniques to Mitigate Risks When Engineering Self-Adaptive

Systems (Q4.5)

Categories/Codes # Example Quotes

Stakeholder-centred
techniques

25

Rigorous design and
development

8 “[C]areful engineering so that there are open doors for manual intervention,
when necessary, without lost of system availability nor hindering the
automation mechanisms.”
“We try to have design sessions . . . and possibly enhance the design in the
early phases of development.”
“Engineering analysis, testing, controlled deployment, . . .”

Code review 4 “As always, planning, design reviews, code reviews, testing on several
levels, monitoring the production.”
“Each incident is taken into consideration and rules are always reviewed.”

Human supervision 4 “The responsibility was left to a human operator.”
“Mainly by performing tests and human supervision (monitoring resource
utilization).”

Outsource 3 “Outsource the cloud operation to a specialized provider (RedHat, AWS)
where possible. In other cases, customers had to hire experienced
administrators/go through extensive period of testing to gain the necessary
experience.”

Other (post-mortem
analysis, hiring
experts, work in pairs,
documentation)

6 “When we hit a problem years after the fact, we perform a detailed
post-mortem and try to think about other possible failures we may have
missed.”
“We hired (multiple) external consultancy firms to tap into their experience
in deploying such a system.”
“Work in pairs, Document architectural decisions.”

Offline techniques 18
Extensive testing 15 “[T]est each action in isolation before it is provided to the system.”

“Automated and human testing. In addition for complex algorithms, we run
parallel, correlated analysis.”
“With automated and manual testing while injecting non-determinism to
the test suite.”
“Extensive testing at the customers factory and fine tuning of the models.”

Set operational
boundaries

2 “Defined max-amount of resources a system functionality/component is
allowed to consume.”
“Thresholds and some manual monitoring.”

Encryption 1 “State of the art encryption, encryption, and encryption.”

Online techniques 9
Runtime monitoring
and analysis

6 “Alerts tracking high-level properties that can give us some assurance that
the system is working fine.”
“Monitor/review the automated actions.”

Roll-out/roll-back
strategies

2 “Slow roll - only send the new system traffic in small increments (10%, 20%, .
. .) until production baselines are established for load, actual latency, etc.
This helped us determine what the MIN and MAX pod settings should be as
well as VM heap sizes.”
“Manual roll back to previous stable state of user profiles.”

Run in hours not
critical to the business

1 “We run our processes during the night, when there is less chance of
interference with business critical (customer facing) systems.”

of 113 problems for which they would appreciate support from researchers. Tables 19 and 20 sum-
marise the findings.

Analysis of Comments. We grouped the problems in four categories: engineering, guarantees,
data, and user interaction. Forty-eight of the reported problems (42.5% of the reported problems
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Fig. 12. Have you faced or seen any problems of self-adaptation for which you would appreciate support

from researchers? (Q4.6).

Table 19. Analysis of Comments I: Problems for Which Support of Researchers Would

Be Appreciated (Q4.7)

Categories/Codes # Example Quotes

Engineering 48
Architecture and reuse 16 “Best Practices for implementation and architectural design guidelines.”

“I’d love to see a taxonomy of self-adaptive techniques. Perhaps a set of techniques
could be added to Kazman’s Architecture Tactics checklist?”

Adoption 10 “We lack interaction with development teams that are facing similar problems. We
have a huge problem explaining this area to the management structure . . . They have
basically no ability to lead due to lack of competence.”
“[N]ew organisational structures and workflows that lead to the design of more
self-adaptive and resilient platforms.”

Platforms and
frameworks

4 “[T]o my knowledge there is no framework on what is ‘safe’ or not safe to be
automatically executed by a self-adaptation system.”
“To provide a platform for capturing the domain knowledge i.e., extensible . . . to
manage the managed systems what kind . . . KPIs can be captured, and how they are
related.”

Tools 4 “Outlier detection . . . is well understood but existing commercial tools are usually
pretty weak and custom code is required to optimize.”
“One of the main problems is to get tools that can profile the running systems under
certain loads.”

Testing and debugging 4 “Assurance of the behavior of highly dynamic systems is still the big hurdle. Test
budgets and schedules do not grow with system complexity.”
“[A] pre-production cloud test environment to try them first.”

Advanced features 10 “Coordinate multiple, potentially conflicting, objectives - in changing environment . .
. reacting too quickly [is] often sub-optimal.”
“[R]esearch on network protocols, these should include some level of self-awareness
and should automatically provide common network self-adaptation features.”
“How a feedback loop can be designed in a way that you later can adapt to changes.”

Guarantees 25
Trustworthiness 20 “Formal verification of the algoritmic behaviour of the overall system (correctness).”

“[V]alidate my algorithms.”
“Safety protocols for Machine learnign in self-adapting systems.”
“What are the mechanisms should be integrated into self-adapting system to identify
malicious input?”

Unknowns 5 “We normally capture this using some form of process based models, but these
struggle with thin[g]s like unknowns.”
“[N]ot just anomaly detection, but actually responding appropriately to the anomalies
(what is appropriate?).”

ACM Transactions on Autonomous and Adaptive Systems, Vol. 18, No. 2, Article 5. Publication date: May 2023.



5:32 D. Weyns et al.

Table 20. Analysis of Comments II: Problems for Which Support of Researchers Would

Be Appreciated (Q4.7)

Categories/Codes # Example Quotes

Data 21
Data governance 8 “Data alignment and . . . its integration.”

“[G]etting data from application behaviour helps a lot in analyzing how
application performance can be further improved.”
“Adaptive AI systems to manage huge document contents.”

Data access 8 “Support for data science as to extract correct cause relationships vs
apparently correlations.’
’ “For example, how much data is shared across threads, how many objects
are thread-local, how much performance is lost due to locality issues.”

Machine learning 5 “[I]f the data/metrics can be structured and labelled in some way (i.e., scored),
then perhaps it should be possible to apply ML to help identify opportunities
and figure out automatically how to respond.”
“How to use machine learning to solve the self-adaptation problems and
demonstrate its performance bound.”

User interaction 19
Automation 9 “[V]olume of data gets to large for people to process. People get to be the

bottleneck for throughput.”
“Automatic synthesis of predictive and or reconfiguration models.”
“Approaches whereby systems of reasonable scale can monitor and fix
themselves as necessary without human intervention.”

User experience 7 “[M]ost of the problems that we faced are related to help the customer to
understand the benefits of self-adaptative systems.”
“Autoscaling should become commodity products . . . As users, the
complexity should be abstracted away.”

User involvement 3 “User response can also be used for adaption (e.g., if a user constantly
overrides the managed systems settings there managing system should ‘learn’
from the user and adapt the control algorithm for that specific user).”

for which practitioners would appreciate support from researchers) relate to the engineering of
self-adaptive systems. The main problems in this category relate to architecture and reuse (16 occur-
rences) and the adoption of self-adaptation (10 occurrences). Adoption refers to problems within
a company with introducing self-adaptation, which can be related to technical aspects, expertise,
or organisational aspect. Twenty-five of the reported problems (22.1% of all reported problems)
relate to guarantees, particularly providing trustworthiness (20 occurrences) and dealing with un-
knowns (five occurrences). Problems related to data were reported by 21 practitioners (18.6%) and
include data governance and data access (both eight occurrences), and machine learning (five oc-
currences). The remaining 19 problems (16.8%) relate to user interaction, namely automation (nine
occurrences) and user experience (seven occurrences).

3.5.8 In Your Organisation or in Industry in General, Do You See Application Opportunities for

Self-Adaptation That Are Currently Not Exploited? (Q4.8). Of the 184 participants, 101 (54.4%) high-
light new opportunities for applying self-adaptation, whereas 83 do not report any. The number of
participants within these two groups is almost equally split among participants who have worked
with concrete self-adaptive systems and those who have not (see Q0.1) (in particular, 58 partici-
pants who worked with self-adaptive systems report opportunities, whereas 42 do not).

3.5.9 Please Describe or Give Examples of the Application Opportunities for Self-Adaptation That

Are Currently Not Exploited. (Q4.9). Eighty-five participants described a total of 147 unexploited
opportunities for applying self-adaptation (i.e., an average of 1.7 opportunities per participant).
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Table 21. Analysis of Comments I: Opportunities for Self-Adaptation That Are Not Exploited Yet (Q4.9)

Categories/Codes # Example Quotes

System activities 72
Autonomous operation 37 “E.g., manufacturing production line with visual inspection operators who

remove defects, . . . the production line can further be adapted based on the
defect rate/type.”
“Self adaption could have a lot of benefits in building automation systems,
like smart heating and lighting systems that takes peoples habits into
consideration.”
“[M]aking the system adaptive to adjust and act instantly based on the data
without waiting would be beneficial and efficient.”

Data management and
machine learning

26 “Methods to automatically handle changes in the machine learning models
and to efficiently deploy them to the edge. There is still lots of manual fine
tuning that delays a timely new release.”
“The query optimizer of database (i.e., MySQL) could utilize self-adaptation
technic.”

Auto-scaling 9 “The ‘managed service,’ which is a stateful service/data store, is provisioned
for the peak capacity, which means resources are idle most of the time. If
we can build reliable and efficient system that can automatically scale
stateful services based on the demand, we can reduce the cost.”
“Our microservices do not dynamically scale.”

System properties 47
Quality improvement 26 “Based on the alarm certain counter actions could be initiated in order to

deal with the faulty behaviour and reach a stable system state.”
“Congestion prognosis.”
“[F]ault tolerance.”
“Power consumption.”
“[R]esource optimization.”
“There are many opportunities to split up [current monolithic systems] and
then make them scalable such that outages are more contained. [E].g.,
screens on trains.”

Security improvement 10 “Security of e.g., mobile devices that adapts based on locally identified
threats as well as knowledge of risks in the environment.”
“Automating changes in Security levels based on threat levels.”
“Detecting in-vehicle threats, detecting a system being compromised.”
“[R]eact to attack patterns.”

Cost-effectiveness 8 “IT cost reduction (e.g., software asset mgmt).”
“The question really is: How do you do these things on the cheap (with non
Silicon Valley billion dollar funding) and in contexts where mistakes might
be extremely critical?”

Analysis of Comments. Tables 21 and 22 summarise the findings. We grouped the opportunities
in four categories: system activity, system property, engineering activity, and human involvement.
Seventy-two of the reported opportunities (i.e., 49% of all) are related to system activity. The op-
portunities in this category relate to the autonomous operation behaviour of self-adaptive systems
(37 occurrences), data management and machine learning (26 occurrences), and auto-scaling (eight
occurrences). Forty-seven opportunities (32%) are related to system properties. In this category, the
opportunities are related to quality improvement (26 occurrences), security improvement (10 occur-
rences), and cost-effectiveness (eight occurrences). Twenty-one of the reported opportunities (14.3%)
relate to engineering activities, particularly maintenance and reuse (15 occurrences), and patterns
and libraries (six occurrences). Finally, seven opportunities (4.8%) relate to human involvement,
particularly personalisation (four occurrences) and human-machine interaction (three occurrences).
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Table 22. Analysis of Comments II: Opportunities for Self-Adaptation That Are Not Exploited Yet (Q4.9)

Categories/Codes # Example Quotes

Engineering activities 21
Maintenance and reuse 15 “[S]elf-adapting CI/CD infrastructure based on demand.”

“Preventive maintenance.”
“Carriers are eager to get rid of human factors to improve operation and
maintenance capabilities and network quality. Therefore the ICT field pays
much attention to self-adaption systems.”
“Software provisioning and automatic updates.”

Patterns and libraries 6 “Developing a comprehensive library of algorithms on top of the industrial
monitoring systems which can be applied to analysis portion of the chain in
order to drive correct self-adaptation actions would benefit the self-adaptation
adoption.”
“Cross-cloud self-adaptation.”
“[P]atterns to provide solutions to common problems.”

Human involvement 7
Personalisation 4 “[I]t would be interesting to adapt the player experience itself based on the

player, mostly to better challenge them.”
“Healtcare decision making systems witch are changing outcomes and advices
basd on patient status.”

Human-machine
interaction

3 “I consider that the biggest opportunities are found within the Human Machine
Interaction or Building Machine Interaction. There will be a future in which
talking to a device that can modify the environment (e.g., a robot but not a
phone) will be as natural as talking to a person, or seeing a machine interacting
with another machine (e.g., robot taking the elevator).”

Key insight(s) from RQ4:

(1) A majority of participants face difficulties when engineering or maintaining self-
adaptive systems, mainly with reliable/optimal design, design complexity, and
tuning/debugging.

(2) About half of the participants encounter risks when using self-adaptation. The main
risks relate to incorrect functionality and difficulty to manage environment uncertainty,
as well as degraded performance and increased cost.

(3) Approximately 40% of the practitioners report that they would appreciate support
from researchers to deal with problems they face, particularly problems related to the
engineering of self-adaptive systems, guarantees, and management of data.

(4) About half of the participants see future opportunities for applying self-adaptation, par-
ticularly in relation to autonomous operation, data management, and machine learning.

3.6 Confidence

Figure 13 shows the answers about how confident participants were in general about the answers
they gave when answering the survey questions. The results show that almost all participants have
confidence in the answers they provided to the survey questions. The numbers for all participants
and those who have worked with self-adaptation are similar.

4 DISCUSSION

We start the discussion by highlighting several observations that we derived from the data
analysis. Then we perform several additional analyses based on cross analyses of selected data
of the answers to different questions. With these cross analyses, we aim to gain further insights
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Fig. 13. Confidence in answers.

into three topics of interest: benefits of applying self-adaptation in practice, difficulties and
risks with engineering self-adaptation in practice, and research support to address problems in
practice.

4.1 Observations

The problems addressed by industry generally are similar to those studied by academics. Yet, one
particular difference is the lack of emphasis of practitioners on the use of self-adaptation to miti-
gate uncertainties, which has been a key focus in research [11, 14, 20, 54]. A possible explanation
is that practitioners avoid the term uncertainty, that may be perceived as “doubt,” “not clearly
defined,” or “not under control.” Instead, they refer to uncertainty indirectly by using a different
vocabulary, such as “conditions are not always obvious” and “available metrics are not always fully
transparent.”

Although practitioners apply self-adaptation to deal with a variety of problems, changes in busi-
ness goals are less frequently solved by using self-adaptation. One possible explanation may be that
business goals are usually about higher-level requirements, whereas the focus of self-adaptation
is often targeting “lower-level” technical problems. Additionally, there is the challenge of the map-
ping between business goal and technical/system metrics, which touches the line or work on dy-
namic software product lines [19]. Yet, another explanation may be that self-adaptation has not
yet been fully utilised in industry to deal with bigger system changes. We hypothesise that the
latter is the case, but further study is needed to obtain deeper insight.

The four classic management tasks of self-adaptation studied by researchers (self-healing, self-
optimising, self-protecting, and self-configuring) are also relevant to practitioners. Yet, differently
from academics, practitioners also emphasise the importance of improving user satisfaction, re-
ducing costs, and mitigating risks.

Practitioners make extensive use of tools and infrastructures to realise the different functions of
self-adaptation. This points to the need for more emphasis on tools and supporting infrastructure
in research. Related to that is the need for reusing solutions, such as in the form of references
architectures and patterns. Although some research efforts have been taken in these directions,
these issues deserve more attention. An interesting step in this direction is the development of
industry-relevant artifacts as outlined in previous work [47].
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Table 23. Cross-Analysis Adaptation Problem Solved (Q1.1) Versus Kind of Systems (Q0.2)

Adaptation Problem (Top Occurrences/Total) Top Kind of System

To optimise system performance (12/78) Embedded/cyber-physical/IoT
To automate tasks (10/61) Cloud
To deal with changes in the environment (9/60) Embedded/cyber-physical/IoT
To detect and resolve errors (8/46) Web/mobile
To configure/reconfigure a system (8/51) Web/mobile and Cloud
To detect and protect a system against threats (6/46) Web/mobile
To deal with changes in business goals (5/15) ICT communication and networks

Self-adaption in software-intensive systems is often not completely automated. Several partic-
ipants indicated that their main focus is on monitoring and analysis. This does not necessarily
mean that their perception on self-adaption differs compared to most researchers who look at self-
adaptation realised by a closed loop. In fact, practitioners emphasise that humans remain involved
in adaptation, either to provide parts of functions or just to supervise the system. On one hand,
for some companies this is the first step towards further automation; on the other hand, prac-
titioners often express the need for involving humans to ensure trust by overseeing the system
and take action when something unexpected happens. As such, we expect the role of humans in
self-adaptation to remain important also for future industryrelevant research in self-adaptation.

It is remarkable that more than 50% of the participants report that they at least sometimes face
risks with applying self-adaptation. At the same time, about half of the practitioners express that
they would appreciate support from researchers to deal with the problems they face. This suggests
that the engineering of efficient and trustworthy self-adaptive systems is a challenge in practice
and that practitioners believe that support from research could benefit them to deal with these
challenges. This opens opportunities for joint efforts between industry and academics.

4.2 Benefits of Applying Self-Adaptation in Practice

When we crosscheck adaptation problems (Q1.1) versus kinds of systems (Q0.2), we observe that
most adaptation problems are applied to all kinds of systems, and each adaptation problem is ap-
plied in one or two champion kinds of systems. The three most frequently addressed adaptation
problems are applied by all kinds of systems. Specifically, the problem “to optimise system per-
formance” is applied to all kinds of systems except transportation, where “to detect and resolve
errors” is the main adaptation problem (six occurrences), finances, where “to deal with changes in
the environment” is the main problem (five occurrences), and manufacturing, where “to automate
tasks” is the main problem (seven occurrences). Table 23 summarises the top occurrences—that
is, the types of adaptation problems solved (top occurrences) versus the kind of system for which
that adaptation problem is applied (top kind of systems).

We now look at the problems for which self-adaptation is applied (Q1.1) versus the benefits
of using self-adaptation (Q1.2). Table 24 shows the contingency matrix. The results show that
“improving user satisfaction” and “reducing costs” are by far the most frequently perceived bene-
fits across all types of problems solved with self-adaptation. In particular, these two benefits are
mentioned approximately 70% (+/–4%) on average across all problems, whereas “mitigating risks”
and “penning up new application opportunities” are respectively mentioned 53% (+/–11%) and
28% (+/–5%) on average across all problems solved with self-adaptation.

Finally, we look at the potential benefits of reuse using the data of the kind of software sys-
tems built by organisations (Q0.2) versus reuse when applying self-adaptation (Q3.5–3.7). The top
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Table 24. Contingency Matrix Adaptation Problem (Q1.1) Versus Benefits (Q1.2)

Problem/Benefit Improve User Satisfaction Reduce Costs Mitigate Risks New Opportunities

Automate tasks 42 45 34 15
Environment changes 43 44 28 17
Optimise performance 12 10 6 5
Changes business goals 55 55 35 17
Handle errors 34 32 27 12
Protect system 22 23 24 11
(Re)configure system 35 36 26 16

domains where solutions are frequently reused are data management with 11 occurrences and
embedded/cyber-physical/IoT systems with seven occurrences. Manufacturing is the top domain,
where practitioners very frequently reuse solutions with seven occurrences. The most frequent
type of reused artifact is module with 11 occurrences, with embedded/cyber-physical/IoT as the
top domain with four occurrences used for monitoring/analytics/control. Overall, there is no spe-
cific artifact that is more reused than other, and no domain that clearly reused more or fewer
artifacts. Only five participants mention the reuse of patterns when engineering solutions for self-
adaptation.

Summary for Benefits of Applying Self-Adaptation in Practice. Optimising perfor-
mance and dealing with changes in the environment are the main reported problems solved
using self-adaptation in the domain of embedded/cyber-physical/IoT. Not surprisingly, self-
adaptation in the cloud is primarily used to automate tasks and reconfigure the system. Reuse
of self-adaptation solutions is mostly applied in the domains of manufacturing, data manage-
ment, and embedded/cyber-physical/IoT systems. The main artifact of reuse is the system
module.

4.3 Difficulties and Risks of Applying Self-Adaptation in Practice

Large and small/medium organisations (Q0.3) are equally concerned about difficulties with design
(Q4.1–4.2). Both types of companies are also concerned about tool support, although in different
ways: difficulties with debugging is more important for large organisations, whereas limitations
of tools and methods are more important for small/medium organisations.

When comparing large companies (>100) and small/medium companies (<100) (Q0.3), we ob-
serve no major difference in the reported frequency of encountered risks (Q4.3–4.4). The only rel-
evant difference is that larger companies mention faults twice as much as small/medium ones—14
occurrences for 30 large companies versus six occurrences for 70 small/medium companies.

To crosscheck the size of companies (Q0.3) versus mechanisms used to realise self-
adaptation (Q3.1–3.3), we performed dedicated coding distinguishing mechanisms that rely on
tools/infrastructure versus custom mechanisms.

The data summary shown in Table 25 indicates that smaller/medium companies (<100) rely
on tools and infrastructure to provide support for self-adaptation mechanisms, whereas in large
companies (>100) custom solutions are more prevalent. Zooming into the data of mechanisms for
the different stages of self-adaptation shows that almost all companies that apply self-adaptation
have mechanisms in place for monitoring, but not necessarily for analysis and change, regardless
of company size, but the differences are small. This suggests a progression from monitoring to
analysis to change.

ACM Transactions on Autonomous and Adaptive Systems, Vol. 18, No. 2, Article 5. Publication date: May 2023.



5:38 D. Weyns et al.

Table 25. Contingency Matrix Size of Companies (Q0.3) Versus Self-Adaptation

Mechanisms (Q3.1–3.3)

Company Size Relying on Tools/Infrastructure Custom Mechanisms

1–10 5 (56%) 4 (44%)
11–20 3 (27%) 8 (73%)
21–50 5 (36%) 9 (64%)
51–100 4 (40%) 6 (60%)
>100 7 (13%) 47 (87%)

Table 26. Cross-Analysis Concrete Self-Adaptive Systems (Q2.1) Built Versus Support

from Researchers (Q4.6)

Subject Adaptation Support Type Adaptation Support Trigger Adaptation Support

System 12 (26.7%) Auto-tuning 16 (36.4%) System properties 11 (31.4%)
Module 9 (20.0%) Auto-scaling 13 (29.5%) Environment properties 8 (22.9%)
Application layer 9 (17.8%) Monitor/analysis 9 (20.5%) System load 6 (17.1%)

Cross analysis of subject of adaptation (Q2.1) versus difficulties and risks (Q4.1–4.2) shows that
the reported difficulties and risks are similarly distributed across subjects of adaptation. The most
frequently reported difficulties are design issues and people and process issues at the system level
(both 11 instances). The most frequently reported risks are difficulties development/operation and
impact on business also at the system level (six and five occurrences, respectively).

Summary for Difficulties and Risks with Engineering Self-Adaptation. The main diffi-
culties concern the design of self-adaptation and people and processes at the system level,
whereas the main risks relate to development/operation and impact on business, also at
the system level. Large companies face higher risks related to faults when applying self-
adaptation. Difficulties with design is important for all; however, debugging is more important
for large companies, whereas small/medium companies are more concerned about limitations
of tools and methods.

4.4 Research Support to Address Problems in Practice

Table 26 shows the main results of the cross analysis of the data of the concrete self-adaptive
systems built by the participants (Q2.1) and the problems for which practitioners would appreciate,
sometimes to always, support from researchers (Q4.6).

The analysis shows that the system, module, and application layer make a total of 64.4% of
the problems for which practitioners would appreciate support from researchers. In terms of type
of adaptation, 84.6% of the problems for which practitioners would appreciate support from re-
searchers concern auto-tuning, auto-scaling, and monitoring and analysis. Finally, 74.1% of the
problems for which support would be appreciated concern adaptation triggered by system prop-
erties, environment properties, and system load.

When crosschecking the kind of software systems built by the practitioners (Q0.2) versus the
problems for which they would appreciate at least sometimes support from researchers (Q4.6), we
found that except for one kind of system, support from researchers would be appreciated across all
kinds of systems built by the practitioners. For e-commerce, none of the 7 participants expressed
interest in regular support from researchers (4 of them would very rarely appreciate support).

ACM Transactions on Autonomous and Adaptive Systems, Vol. 18, No. 2, Article 5. Publication date: May 2023.



Self-Adaptation in Industry: A Survey 5:39

However, 8 out of 11 (72.2%) participants who work in the domain of ICT communication and
networks would regularly appreciate support to address their problems. The numbers for the other
domains range from 22.9% to 56.3%.

Summary for Research Support to Address Problems in Practice. A majority of practi-
tioners would appreciate support from researchers. These problems concern self-adaptation
applied at the system level, a module of the system, or the application layer. The main prob-
lems relate to auto-tuning, auto-scaling, and monitoring and analysis. Triggers of adaptation
concern dealing with system and environment properties, as well as system load. The prob-
lems crosscut different kinds of systems, but particularly ICT communication and networks.

5 THREATS TO VALIDITY

We discuss validity threats of our study using the guidelines described in the work of Wholin
et al. [55]. We look at construct validity that refers to the extent to which we obtained the right
measure and whether we defined the right scope for the study goal, external validity that refers
to the extent to which the findings can be generalised, and reliability that refers to the extent to
which we can ensure that our results are the same if our study is done again.

5.1 Construct Validity

The survey starts from the assumption that practitioners are sufficiently familiar with the basic
concepts of self-adaptation. We used the term self-adaptation to formulate questions about systems
(or parts) that are equipped with a feedback loop. Hence, most questions required basic knowledge
of the concept of self-adaptation. We introduced the notion of self-adaptation at the start of the
survey using a standard model with a feedback loop that we illustrated with typical examples.
Analysis of the results makes it clear that practitioners have a basic understanding of these con-
cepts. We acknowledge that using terms such as auto-scaling and Kubernetes in the explanation of
the concept of self-adaptation may have created some bias. We used several measures to reduce
possible misinterpretations. We elicited feedback from several participants on this description and
the questions during a pilot. This feedback enabled us to enhance the description and clarify some
of the questions. In addition, we selected participants with sufficient experience from a variety of
domains. The confidence in the answers (Q5.1) confirms that the participants believed that their
answers were trustworthy (see Section 2.2); this also adds to the reliability of the study.

5.2 External Validity

A potential threat to validity may be the generalisation of the study results. Core to this threat is
the selection of the sample of the target population. If this population may not have been repre-
sentative, the study results may be imprecise and hence not generalisable. Since we used a non-
probabilistic sampling method, there is a potential risk that the sample used to conduct the survey
is biased and not representative of the target population. To mitigate the validity threat, we mainly
reached out to practitioners from our networks with industry. To ensure that participants have
the required experience, we included questions asking about personal experience with engineer-
ing self-adaptive systems in practice. The results of the demographics of our sample show that the
participants were active practitioners with sufficient expertise in various roles across companies of
different sizes. In addition, we worked with eight teams from different areas that contacted practi-
tioners from all over the world. This ensured a well-balanced population on a global scale. Because
several of the researchers involved in this study are active in the field of engineering self-adaptive
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systems, the practitioners invited from our networks may have been biased and inclined to apply
self-adaptation more often. To anticipate this threat, we did not particularly focus on practitioners
with whom we have worked within projects, but rather invited practitioners in various software
engineering roles who are active across a wide range of domains.

5.3 Reliability

Data analyses, particularly qualitative analysis (coding of answers with free text), are creative tasks
that are to some extent subjective. Performing these tasks may be influenced by the experience
(and even opinions) of the coders [12]. To mitigate a potential interpretation bias, we followed
a thorough coding scheme. The coding tasks were distributed among teams of two authors (one
team of three). The authors of each team performed coding of the data independently and discussed
where needed until an agreement was reached. All coding tasks were then distributed again among
two authors. These authors repeated the coding independently from the initial coding. The results
were then compared with the initial coding by these two authors. Any discrepancies were discussed
among the two authors until consensus was reached. The coding was finally crosschecked with
the authors who did the original coding to reach consensus. Finally, all material of the survey,
including the raw data and the coding, are publicly available.13

6 CONCLUSION

In this article, we studied the application of self-adaptation in industry. To that end, we conducted a
questionnaire-based survey with practitioners from all over the world. We received valid responses
from 184 participants, 100 of them with experience in engineering self-adaptive systems.

By analysing the data, we contributed an empirically grounded overview of the state of the
practice in the application of self-adaptation. A selection of key observations includes the follow-
ing: (1) self-adaptation is extensively applied in industry across a wide variety of domains; (2) the
dominating types of adaptations applied in industry are auto-scaling, auto-tuning, and monitor-
ing/analysis; (3) practitioners rely extensively on tools and infrastructure to realise the different
functions of self-adaptation; (4) human supervision is important to ensure trust in industrial self-
adaptive systems; (5) about half of the participants encounter risks with applying self-adaptation;
and (6) on the other hand, about half of the practitioners would appreciate support from researchers
to deal with problems they face. Figure 14 summarises the main findings.

The results offer insights for researchers that enable them to compare the focus of their
current research with industrial needs. A selection of related key insights includes the following:
(1) different from academics that study adaptation for mitigating uncertainty of classic mainte-
nance tasks (self-*), practitioners also emphasise the importance of improving user satisfaction,
reducing costs, and mitigating risks; (2) practitioners (particularly those of small- and medium-
sized companies) rely on tools and infrastructure to realise self-adaptation; (3) ensuring trust in
industrial self-adaptive systems is mainly achieved through extensive testing, runtime monitoring
and alerting, and human supervision; and (4) risks with self-adaptation in practice relate mainly
to incorrect functionality, difficulty in managing environment uncertainty, degraded performance,
and increased cost.

The results also offer insights for practitioners to assess the level of their current practice in ap-
plying self-adaptation. A selection of related key insights includes the following: (1) practitioners
broadly confirm that the use of self-adaptation improves robustness and performance while re-
ducing costs and required resources, and improves user experience while reducing the burden of
engineers; (2) a wide range of mechanisms are used to enact self-adaptation in industrial systems;

13https://people.cs.kuleuven.be/danny.weyns/surveys/sas-in-industry/.
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Fig. 14. Summary of the main findings of the survey.

(3) tools and infrastructure, such as auto-scaling and container-orchestration platforms, are avail-
able and commonly used to support the realisation of self-adaptation in practice; (4) important chal-
lenges when engineering self-adaptation in practice are reliable/optimal design, design complexity,
and tuning/debugging; and (5) there is a relevant match between industrial practice in realising
self-adaptation and the body of work performed by the research community of self-adaption.

The survey results provide prospects for applying self-adaptation in practice and opportunities
for industry-research collaborations in this area. The prospects include the following: (1) realising
full autonomous operation, (2) exploiting machine learning, (3) improving quality and security,
and (4) applying self-adaptation for maintenance. Key opportunities for industry-research collab-
orations are in (1) consolidating best practices (architecture, patterns, and reuse), (2) modelling
paths for the adoption of self-adaptation in industry, (3) supporting advanced features to realise
self-adaptation such as dealing with the evolution of self-adaptive systems, (4) rigorous methods
for ensuring trustworthiness of self-adaptive systems, (5) governance of data, and (6) moving the
human in the loop (performing adaptation functions) to the human on the loop (overseeing the
system to ensure trust).

It is our hope that the results of this survey will propel industry-relevant research in the field
of self-adaptive systems, enhance collaboration between industry and academia, and the applica-
tion of self-adaptation in practice, paving the way for self-adaptation to reach full maturity as a
discipline.

ACKNOWLEDGMENTS

We would like to thank the participants of our study and the reviewers of the survey protocol.

REFERENCES

[1] J. Andersson, L. Baresi, N. Bencomo, R. de Lemos, A. Gorla, P. Inverardi, and T. Vogel. 2013. Software engineering
processes for self-adaptive systems. In Software Engineering Processes for Self-Adaptive Systems II. Lecture Notes in
Computer Science, Vol. 7475. Springer, 51–75. https://doi.org/10.1007/978-3-642-35813-5_3

ACM Transactions on Autonomous and Adaptive Systems, Vol. 18, No. 2, Article 5. Publication date: May 2023.

https://doi.org/10.1007/978-3-642-35813-5_3


5:42 D. Weyns et al.

[2] J. Andersson, R. De Lemos, S. Malek, and D. Weyns. 2009. Modeling dimensions of self-adaptive software systems.
In Software Engineering for Self-Adaptive Systems. Lecture Notes in Computer Science, Vol. 5525. Springer, 27–47.

[3] B. Beyer, C. Jones, N. Murphy, and J. Petoff. 2016. Site Reliability Engineering, How Google Runs Production Systems.
O’Reilly Inc.

[4] G. Blair, N. Bencomo, and R. B. France. 2009. Models@ run.time. Computer 42, 10 (2009), 22–27.
[5] L. Briand, S. Nejati, M. Sabetzadeh, and D. Bianculli. 2016. Testing the untestable: Model testing of complex software-

intensive systems. In Proceedings of the 38th International Conference on Software Engineering Companion. https:
//doi.org/10.1145/2889160.2889212

[6] R. Calinescu, D. Weyns, S. Gerasimou, M. U. Iftikhar, I. Habli, and T. Kelly. 2018. Engineering trustworthy self-
adaptive software with dynamic assurance cases. IEEE Transactions on Software Engineering 44, 11 (Nov. 2018),
1039–1069. https://doi.org/10.1109/TSE.2017.2738640

[7] B. Cheng, R. de Lemos, H. Giese, et al. 2009. Software engineering for self-adaptive systems: A research roadmap. In
Software Engineering for Self-Adaptive Systems. Lecture Notes in Computer Science, Vol. 5525. Springer, 1–26.

[8] B. Cheng, K. Eder, M. Gogolla, L. Grunske, M. Litoiu, H. Müller, P. Pelliccione, et al. 2014. Using Models at Runtime to

Address Assurance for Self-Adaptive Systems. Springer International Publishing, Cham, Switzerland, 101–136. https:
//doi.org/10.1007/978-3-319-08915-7_4

[9] R. De Lemos, H. Giese, H. Müller, et al. 2013. Software engineering for self-adaptive systems: A second research
roadmap. In Software Engineering for Self-Adaptive Systems II. Lecture Notes in Computer Science, Vol. 7475. Springer,
1–32.

[10] A. Elkhodary, N. Esfahani, and S. Malek. 2010. FUSION: A framework for engineering self-tuning self-adaptive soft-
ware systems. In Proceedings of the 18th ACM SIGSOFT International Symposium on Foundations of Software Engineer-

ing (FSE’10). ACM, New York, NY, 7–16. https://doi.org/10.1145/1882291.1882296
[11] N. Esfahani and S. Malek. 2013. Uncertainty in self-adaptive software systems. In Software Engineering for Self-

Adaptive Systems II. Lecture Notes in Computer Science, Vol. 7475. Springer, 214–238. https://doi.org/10.1007/978-
3-642-35813-5_9

[12] D. Méndez Fernández, S. Wagner, M. Kalinowski, M. Felderer, P. Mafra, A. Vetrò, T. Conte, et al. 2016. Naming the
pain in requirements engineering. Empirical Software Engineering 22 (2016), 2298–2338.

[13] A. Filieri, H. Hoffmann, and M. Maggio. 2014. Automated design of self-adaptive software with control-theoretical
formal guarantees. In Proceedings of the 36th International Conference on Software Engineering (ICSE’14). ACM, New
York, NY, 299–310. https://doi.org/10.1145/2568225.2568272

[14] D. Garlan. 2010. Software engineering in an uncertain world. In Proceedings of the FSE/SDP Workshop on Future of

Software Engineering Research (FoSER’10). ACM, New York, NY, 125–128. https://doi.org/10.1145/1882362.1882389
[15] D. Garlan, S. W. Cheng, A. C. Huang, B. Schmerl, and P. Steenkiste. 2004. Rainbow: Architecture-based self-adaptation

with reusable infrastructure. Computer 37, 10 (2004), 46–54.
[16] I. Gerostathopoulos, T. Vogel, D. Weyns, and P. Lago. 2021. How do we evaluate self-adaptive software systems?:

A ten-year perspective of SEAMS. In Proceedings of the 2021 International Symposium on Software Engineering for

Adaptive and Self-Managing Systems (SEAMS’21). 59–70. https://doi.org/10.1109/SEAMS51251.2021.00018
[17] O. Gheibi, D. Weyns, and F. Quin. 2021. Applying machine learning in self-adaptive systems: A systematic literature

review. ACM Transaction on Autonomous and Adaptive Systems 15, 3 (Aug. 2021), Article 9, 37 pages. https://doi.org/
10.1145/3469440

[18] D. Gray. 2013. Doing Research in the Real World. SAGE Publications Ltd.
[19] S. Hallsteinsen, M. Hinchey, S. Park, and K. Schmid. 2008. Dynamic software product lines. Computer 41, 4 (2008),

93–95. https://doi.org/10.1109/MC.2008.123
[20] S. Hezavehi, D. Weyns, P. Avgeriou, R. Calinescu, R. Mirandola, and D. Perez-Palacin. 2021. Uncertainty in self-

adaptive systems: A research community perspective. ACM Transactions on Autonomous and Adaptive Systems 15,
4 (2021), Article 10, 36 pages. https://doi.org/10.1145/3487921

[21] M. Hölzl, A. Rauschmayer, and M. Wirsing. 2008. Engineering of software-intensive systems: State of the art and re-
search challenges. In Software-Intensive Systems and New Computing Paradigms. Lecture Notes in Computer Science,
Vol. 5380. Springer, 1–44. https://doi.org/10.1007/978-3-540-89437-7_1

[22] M. C. Huebscher and J. A. McCann. (2008). A survey of autonomic computing—Degrees, models, and applications.
ACM Computing Surveys 40, 3 (2008), 7.

[23] U. Iftikhar and D. Weyns. 2014. ActivFORMS: Active formal models for self-adaptation. In Proceedings of the 9th

International Symposium on Software Engineering for Adaptive and Self-Managing Systems. ACM, New York, NY. https:
//doi.org/10.1145/2593929.2593944

[24] J. Kephart and D. Chess. 2003. The vision of autonomic computing. Computer 36, 1 (2003), 41–50.
[25] J. Kramer and J. Magee. 2007. Self-managed systems: An architectural challenge. In Proceedings of Future of Software

Engineering (FOSE’07).

ACM Transactions on Autonomous and Adaptive Systems, Vol. 18, No. 2, Article 5. Publication date: May 2023.

https://doi.org/10.1145/2889160.2889212
https://doi.org/10.1109/TSE.2017.2738640
https://doi.org/10.1007/978-3-319-08915-7_4
https://doi.org/10.1145/1882291.1882296
https://doi.org/10.1007/978-3-642-35813-5_9
https://doi.org/10.1145/2568225.2568272
https://doi.org/10.1145/1882362.1882389
https://doi.org/10.1109/SEAMS51251.2021.00018
https://doi.org/10.1145/3469440
https://doi.org/10.1109/MC.2008.123
https://doi.org/10.1145/3487921
https://doi.org/10.1007/978-3-540-89437-7_1
https://doi.org/10.1145/2593929.2593944


Self-Adaptation in Industry: A Survey 5:43

[26] C. Krupitzer, T. Temizer, T. Prantl, and C. Raibulet. 2020. An overview of design patterns for self-adaptive systems
in the context of the Internet of Things. IEEE Access 8 (2020), 187384–187399. https://doi.org/10.1109/ACCESS.2020.
3031189

[27] T. Lethbridge, S. Sim, and J. Singer. 2005. Studying software engineers: Data collection techniques for software field
studies. Empirical Software Engineering 10, 3 (2005), 311–341. https://doi.org/10.1007/s10664-005-1290-x

[28] F. Macías-Escrivá, R. Haber, R. del Toro, and V. Hernandez. 2013. Self-adaptive systems: A survey of current ap-
proaches, research challenges and applications. Expert Systems with Applications 40, 18 (2013), 7267–7279. https:
//doi.org/10.1016/j.eswa.2013.07.033

[29] S. Mahdavi-Hezavehi, P. Avgeriou, and D. Weyns. 2017. A classification framework of uncertainty in architecture-
based self-adaptive systems with multiple quality requirements. In Managing Trade-Offs in Adaptable Software Ar-

chitectures. Morgan Kaufmann, Boston, MA, 45–77. https://doi.org/10.1016/B978-0-12-802855-1.00003-4
[30] S. Mahdavi-Hezavehi, V. Durelli, D. Weyns, and P. Avgeriou. 2017. A systematic literature review on methods that

handle multiple quality attributes in architecture-based self-adaptive systems. Information and Software Technology

90 (2017), 1–26. https://doi.org/10.1016/j.infsof.2017.03.013
[31] A. Metzger, C. Quinton, Z. Ádám Mann, L. Baresi, and K. Pohl. 2020. Feature model-guided online reinforcement

learning for self-adaptive services. In Service-Oriented Computing. Lecture Notes in Computer Science, Vol. 12571.
Springer, 269–286. . https://doi.org/10.1007/978-3-030-65310-1_20

[32] F. Oquendo. 2016. Software architecture challenges and emerging research in software-intensive systems-of-systems.
In Software Architecture. Springer International Publishing, Cham, Switzerland, 3–21.

[33] P. Oreizy, M. M. Gorlick, R. N. Taylor, D. Heimhigner, G. Johnson, N. Medvidovic, A. Quilici, D. S. Rosenblum, and A.
L. Wolf. 1999. An architecture-based approach to self-adaptive software. Intelligent Systems and Their Applications

14, 3 (1999), 54–62.
[34] L. Prechelt, D. Graziotin, and D. Mendez Fernandez. 2018. A community’s perspective on the status and future of

peer review in software engineering. Information and Software Technology 95 (2018), 75–85.
[35] A. Ramirez and B. Cheng. 2010. Design patterns for developing dynamically adaptive systems. In Proceedings of the

2010 ICSE Workshop on Software Engineering for Adaptive and Self-Managing Systems (SEAMS’10). ACM, New York,
NY, 49–58. https://doi.org/10.1145/1808984.1808990

[36] R. Rouvoy, P. Barone, Y. Ding, F. Eliassen, S. Hallsteinsen, J. Lorenzo, A. Mamelli, and U. Scholz. 2009. MUSIC: Mid-
dleware support for self-adaptation in ubiquitous and service-oriented environments. In Software Engineering for

Self-Adaptive Systems. Lecture Notes in Computer Science, Vol. 5525. Springer, 164–182. https://doi.org/10.1007/978-
3-642-02161-9_9

[37] E. Rutten, N. Marchand, and D. Simon. 2017. Feedback control as MAPE-K loop in autonomic computing. In Soft-

ware Engineering for Self-Adaptive Systems III. Assurances. Lecture Notes in Computer Science, Vol. 9640. Springer,
349–373.

[38] M. Salehie and L. Tahvildari. 2009. Self-adaptive software: Landscape and research challenges. ACM Transactions on

Autonomous and Adaptive Systems 4, 2 (2009), Article 14, 42 pages. https://doi.org/10.1145/1516533.1516538
[39] S. Shevtsov, M. Berekmeri, D. Weyns, and M. Maggio. 2018. Control-theoretical software adaptation: A systematic

literature review. IEEE Transactions on Software Engineering 44, 8 (2018), 784–810. https://doi.org/10.1109/TSE.2017.
2704579

[40] A. Spyker. 2020. Disenchantment: Netflix Titus, its feisty team, and daemons. InfoQ. Retrieved March 30, 2023 from
https://www.infoq.com/presentations/netflix-titus-2018/. https://www.infoq.com/presentations/netflix-titus-2018/.

[41] K.-J. Stol, P. Ralph, and B. Fitzgerald. 2016. Grounded theory in software engineering research: A critical review and
guidelines. In Proceedings of the 38th International Conference on Software Engineering. 120–131. https://doi.org/10.
1145/2884781.2884833

[42] A. Strauss and J. Corbin. 1990. Basics of Qualitative Research: Grounded Theory Procedures and Techniques. SAGE.
[43] T. Vogel and H. Giese. 2014. Model-driven engineering of self-adaptive software with EUREMA. ACM Transactions

on Autonomous and Adaptive Systems 8, 4 (Jan. 2014), Article 18, 33 pages. https://doi.org/10.1145/2555612
[44] D. Weyns. 2021. An Introduction to Self-Adaptive Systems: A Contemporary Software Engineering Perspective. Wiley.
[45] D. Weyns and T. Ahmad. 2013. Claims and evidence for architecture-based self adaptation—A systematic literature

review. In Proceedings of the 7th European Conference on Software Architecture (ECSA’13). 249–265.
[46] D. Weyns, I. Gerostathopoulos, N. Abbas, J. Andersson, S. Biffl, P. Brada, T. Bures, et al. 2022. Preliminary results of

a survey on the use of self-adaptation in industry. In Proceedings of the 17th Symposium on Software Engineering for

Adaptive and Self-Managing Systems. ACM, New York, NY. https://doi.org/10.1145/3524844.3528077
[47] D. Weyns, I. Gerostathopoulos, B. Buhnova, N. Cardozo, E. Cioroaica, I. Dusparic, L. Grunske, et al. 2022. Guidelines

for artifacts to support industry-relevant research on self-adaptation. ACM SIGSOFT Software Engineering Notes 47,
4 (2022), 18–24. https://doi.org/10.1145/3561846.3561852

ACM Transactions on Autonomous and Adaptive Systems, Vol. 18, No. 2, Article 5. Publication date: May 2023.

https://doi.org/10.1109/ACCESS.2020.3031189
https://doi.org/10.1007/s10664-005-1290-x
https://doi.org/10.1016/j.eswa.2013.07.033
https://doi.org/10.1016/B978-0-12-802855-1.00003-4
https://doi.org/10.1016/j.infsof.2017.03.013
https://doi.org/10.1007/978-3-030-65310-1_20
https://doi.org/10.1145/1808984.1808990
https://doi.org/10.1007/978-3-642-02161-9_9
https://doi.org/10.1145/1516533.1516538
https://doi.org/10.1109/TSE.2017.2704579
https://www.infoq.com/presentations/netflix-titus-2018/
https://doi.org/10.1145/2884781.2884833
https://doi.org/10.1145/2555612
https://doi.org/10.1145/3524844.3528077
https://doi.org/10.1145/3561846.3561852


5:44 D. Weyns et al.

[48] D. Weyns and U. Iftikhar. 2023. ActivFORMS: A formally founded model-based approach to engineer self-adaptive
systems. ACM Transactions on Software Engineering and Methodology 32, 1 (Feb. 2023), Article 12, 48 pages. https:
//doi.org/10.1145/3522585

[49] D. Weyns, U. Iftikhar, D. de la Iglesia, and T. Ahmad. 2012. A survey of formal methods in self-adaptive systems. In
Proceedings of the 5th International C* Conference on Computer Science and Software Engineering (C3S2E’12). ACM,
New York, NY, 67–79. https://doi.org/10.1145/2347583.2347592

[50] D. Weyns, U. Iftikhar, D. Hughes, and N. Matthys. 2018. Applying architecture-based adaptation to automate the
management of Internet-of-Things. In Software Architecture. Lecture Notes in Computer Science, Vol. 11048. Springer,
49–67.

[51] D. Weyns, U. Iftikhar, S. Malek, and J. Andersson. 2012. Claims and supporting evidence for self-adaptive systems:
A literature study. In Proceedings of the International Symposium on Software Engineering for Adaptive and Self-

Managing Systems. https://doi.org/10.1109/SEAMS.2012.6224395
[52] D. Weyns, S. Malek, and J. Andersson. 2012. FORMS: Unifying reference model for formal specification of distributed

self-adaptive systems. ACM Transactions on Autonomous and Adaptive Systems 7, 1 (2012), Article 8, 61 pages. https:
//doi.org/10.1145/2168260.2168268

[53] D. Weyns, B. Schmerl, V. Grassi, et al. 2013. On patterns for decentralized control in self-adaptive systems. In Software

Engineering for Self-Adaptive Systems II. Lecture Notes in Computer Science, Vol. 7475. Springer, 76–107.
[54] J. Whittle, P. Sawyer, N. Bencomo, B. Cheng, and J.-M. Bruel. 2010. RELAX: A language to address uncertainty in

self-adaptive systems requirement. Requirements Engineering 15, 2 (2010), 177–196. https://doi.org/10.1007/s00766-
010-0101-0

[55] C. Wohlin, A. Aurum, L. Angelis, L. Phillips, Y. Dittrich, T. Gorschek, H. Grahn, et al. 2012. Success factors powering
industry-academia collaboration in software research authors. IEEE Software 29 (2012), 67–73.

[56] Z. Yang, Z. Li, Z. Jin, and Y. Chen. 2014. A systematic literature review of requirements modeling and analysis for self-
adaptive systems. In Requirements Engineering: Foundation for Software Quality. Lecture Notes in Computer Science,
Vol. 8396. Springer, 55–71.

[57] E. Yuan, N. Esfahani, and S. Malek. 2014. A systematic survey of self-protecting software systems. ACM Transactions

on Autonomous and Adaptive Systems 8, 4 (2014), Article 17, 41 pages. https://doi.org/10.1145/2555611

Received 27 October 2022; revised 24 February 2023; accepted 21 March 2023

ACM Transactions on Autonomous and Adaptive Systems, Vol. 18, No. 2, Article 5. Publication date: May 2023.

https://doi.org/10.1145/3522585
https://doi.org/10.1145/2347583.2347592
https://doi.org/10.1109/SEAMS.2012.6224395
https://doi.org/10.1145/2168260.2168268
https://doi.org/10.1007/s00766-010-0101-0
https://doi.org/10.1145/2555611

