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Abstract

This licentiate thesis presents a software architecture for inductive labeled dependency parsing of unrestricted natural language text, which achieves a strict modularization of parsing algorithm, feature model and learning method such that these parameters can be varied independently. The architecture is based on the theoretical framework of inductive dependency parsing by Nivre (2006) and has been realized in MaltParser, a system that supports several parsing algorithms and learning methods, for which complex feature models can be defined in a special description language. Special attention is given in this thesis to learning methods based on support vector machines (SVM).

The implementation is validated in three sets of experiments using data from three languages (Chinese, English and Swedish). First, we check if the implementation realizes the underlying architecture. The experiments show that the MaltParser system outperforms the baseline and satisfies the basic constraints of well-formedness. Furthermore, the experiments show that it is possible to vary parsing algorithm, feature model and learning method independently. Secondly, we focus on the special properties of the SVM interface. It is possible to reduce the learning and parsing time without sacrificing accuracy by dividing the training data into smaller sets, according to the part-of-speech of the next token in the current parser configuration. Thirdly, the last set of experiments present a broad empirical study that compares SVM to memory-based learning (MBL) with five different feature models, where all combinations have gone through parameter optimization for both learning methods. The study shows that SVM outperforms MBL for more complex and lexicalized feature models with respect to parsing accuracy. There are also indications that SVM, with a splitting strategy, can achieve faster parsing than MBL. The parsing accuracy achieved is the highest reported for the Swedish data set and very close to the state of the art for Chinese and English.

Key-words: Dependency Parsing, Support Vector Machines, Machine Learning.
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Chapter 1

Introduction

Syntactic parsing is an important component for many applications of natural language processing. In this thesis, we regard parsing as the process of mapping sentences in unrestricted natural language text to their syntactic representations. Furthermore, the program which performs this process is called a syntactic parser, or simply parser. The syntactic structure is formalized with a syntactic representation such as phrase structure or dependency structure. Parsing a sentence with phrase structure grammar or context-free grammar recursively decomposes it into constituents or phrases and in that way a phrase structure tree is created with relationships between words and phrases. By contrast, with dependency structure representations, the goal of parsing a sentence is to create a dependency graph consisting of lexical nodes linked by binary relations called dependencies. A dependency relation connects words with one word acting as head and the other as dependent. In this thesis, we will concentrate on parsing with dependency representations.

Data-driven methods in natural language processing have been used in many tasks in the past decade and syntactic parsing is one of them. Statistical parsing is usually based on nondeterministic parsing techniques in combination with generative probabilistic models that provide an n-best ranking of the set of candidate analyses derived by the parser (Collins 1997; Collins 1999; Charniak 2000). Discriminative models can be used to enhance these parsers by reranking the analyses output by the parser (Johnson et al. 1999; Collins and Duffy 2005; Charniak and Johnson 2005).

Nondeterministic parsing has been the mainstream approach, but it has also been shown that deterministic parsing can be performed with fairly high accuracy, especially in dependency-based parsing (Kudo and Matsumoto 2000a; Yamada and Matsumoto 2003; Nivre et al. 2004; Isozaki et al. 2004; Cheng et al. 2005a), but also in constituent-based parsing (Sagae and Lavie 2005). The main idea is to guide the parser with a classifier trained on treebank data using a greedy parsing algorithm that approximates a globally optimal solution by making a series of locally optimal choices. A deterministic parser usually uses a form of history-based feature model (Black et al. 2005).
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1992; Magerman 1995; Ratnaparkhi 1997) to create a representation that a classifier can use to predict the next parser state. This is also the approach assumed in this thesis.

Availability of large syntactically annotated corpora, also known as tree-banks, is essential when constructing data-driven parsers, but one of the potential advantages is that they can easily be ported to new languages. A problem is that many data-driven parsers are overfitted to a particular language, usually English. For example, Corazza et al. (2004) report increased error rates of 15–18% when using two statistical parsers developed for English to parse Italian. We suggest that a data-driven parser need to be designed for flexible reconfiguration to increase the portability to other languages. A user should be able to experiment with several parsing algorithms, feature models and learning methods.

1.1 Research Problem and Aims

The main research problem for the doctoral thesis is to study the influence of different factors on accuracy and efficiency of data-driven dependency parsing. This study requires a broad evaluation of the parsing system, where we perform extensive feature selection and parameter tuning to optimize the feature models and classifiers for many languages and several parsing algorithms.

For the licentiate thesis we will restrict the research problem to the design, implementation and validation of an architecture for data-driven dependency parsing of unrestricted natural language text. The validation can be seen as a pilot evaluation that will determine future directions. However, we will also obtain experimental results that have a direct bearing on the long-term research problems.

We present a software architecture that should be able to handle different parsing algorithms, feature models and learning methods, for both learning and parsing. When using the implementation of this architecture, the user should be able to vary these parameters independently in a convenient way.

The choice of parsing algorithm influences how the syntactic structure will be built. In the learning phase this will affect how the training data is generated and in the parsing phase which structures are permissible. It should be easy to add new parsing algorithms into the architecture, provided that they fulfil certain well-defined requirements.

The linguistic knowledge of the language is important when defining the structure of the feature model, in other words which linguistic features should be used to predict parsing actions. It should be easy to define a new feature
model without reprogramming the system. A feature model should be defined in an appropriate feature specification language so that it can be loaded when it is required.

Given a set of training instances, where each instance is a fingerprint of the current state of the parser, as specified by the feature model, together with the transition to the next parser state, the task of the learner is to induce a model at learning time. At parsing time, this model is then used for predicting the next parser state. This task can easily be formulated as a classification task, where discriminative learning methods are well-suited.

The architecture is based on the theoretical framework of inductive dependency parsing by Nivre (2006) and has been realized in a system called MaltParser (Nivre et al. 2006), which in the current version supports two parsing algorithms, in several versions, and two learning methods (MBL and SVM), for which complex feature models can be defined in a special description language. The implementation of the MaltParser system has been joint work together with Joakim Nivre. MaltParser was first equipped with an interface to a memory-based learner called TiMBL (Daelemans and Van den Bosch 2005) and Nivre (2006) contains an extensive evaluation of memory-based dependency parsing using the parsing algorithm defined in Nivre (2003). In order to validate the generality and flexibility of the architecture, we therefore have to extend the parser with an interface to another learner and implement an additional deterministic parsing algorithm. We have chosen to use SVM as the learning method, because it has been proven to give good results for similar tasks (Kudo and Matsumoto 2000b; Yamada and Matsumoto 2003; Sagae and Lavie 2005). For the parsing algorithm, we have chosen the incremental algorithm described in Covington (2001).

Using this new implementation, we have performed three sets of experiments, designed to answer three essential questions:

1. **Validation of the implementation**: Does MaltParser realize the underlying architecture, so that it is possible to vary parsing algorithm, feature model and learning method independently?

2. **Investigation of the SVM interface**: How do the special properties of the SVM interface affect parsing accuracy and time efficiency? How can learning and parsing efficiency be improved without sacrificing accuracy?

3. **Comparison of MBL and SVM**: Which of the learning methods is best suited for the task of inductive labeled dependency parsing, taking both parsing accuracy and time efficiency into account?
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Apart from answering these questions, we will try to identify future directions that hopefully will be useful for the long-term research problems.

1.2 Outline of the Thesis

In this introductory chapter, we have tried to outline the long-term research problem and the specific aims of the licentiate thesis. The structure of the remaining chapters is as follows.

Chapter 2, Inductive Dependency Parsing
Chapter 2 reviews the background material for this thesis. We define the problem of parsing unrestricted natural language text and discuss different algorithms for dependency parsing. Furthermore, data-driven parsing and especially the history-based models are discussed. The chapter continues with a description of the two machine learning methods used in the rest of the thesis: SVM and MBL. Finally, the chapter ends with a section which briefly presents related work.

Chapter 3, MaltParser
Chapter 3 presents an architecture for parsing unrestricted natural language text with dependency structures. The architecture is described in detail with focus on the two main modules Parser and Guide. The MaltParser system is an implementation of the architecture and the chapter ends with a description of this system.

Chapter 4, Experiments
Chapter 4 starts with a presentation of the treebank data used for the experiments and an explanation of the evaluation criteria used to validate the implementation of the proposed architecture. An investigation of the three questions explained above is presented based on extensive experiments.

Chapter 5, Conclusion
Chapter 5 contains the main conclusions and a summary of the main results of the thesis. The chapter ends with a discussion of directions for future research.

1.3 Division of Labor

As already stated, the design and implementation of MaltParser is joint work with Joakim Nivre. More specifically, the work has been divided as follows:
1.3. Division of Labor

- The design of the architecture is joint work.
- The implementation of parsing algorithms, generic feature model handling and the memory-based learner is mainly the work of Joakim Nivre.
- The implementation of all other parts of the system, including the SVM learner, is mainly the work of Johan Hall.
Chapter 2

Background

Syntactic parsing is used in many applications such as machine translation, information extraction and question answering. Applications dealing with unrestricted text need to handle all kinds of text, including grammatically correct text, ungrammatical text and foreign expressions. It is desirable that such an application produces some kind of analysis. Of course, if the input is “garbage”, it is most likely that the system will fail to create an interesting analysis, but the system should nevertheless make its best to produce an analysis. If these applications need a syntactic parser, it also needs to be able to handle unrestricted text, although we need to restrict the text to a certain natural language to be able to derive a meaningful syntactic representation. Nivre (2006) introduces the notion of text parsing to characterize this open-ended problem that can only be evaluated with respect to empirical samples of a text language.¹

Our approach to text parsing is dependency-based and data-driven. The goal of dependency-based text parsing is to construct a dependency graph for each sentence in a text. Figure 2.1 shows an example of a dependency graph, connecting the words in a Swedish sentence by binary relations labeled with dependency types (grammatical functions).

Data-driven methods comply well with the fact that text parsing uses empirical samples of a text language. A realistic approach is then to use some kind of supervised learning method that makes use of a treebank, which consists of syntactically annotated sentences. A problem with this approach is that it restricts us to languages that have at least one treebank. In addition, these treebanks are often annotated with constituency-based representations and therefore need to be converted to dependency-based representations.

Given that we have a treebank for a specific language our approach is to induce a parser model at learning time and use this parser model to parse sentences. However, since it is problematic to use the dependency graph directly

¹The term text language does not exclude spoken language, but emphasizes that it is a language that occurs in real texts. In principle, the notion applies also to utterances in spoken dialogue.
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![Diagram of a dependency graph for a Swedish sentence](image)

Figure 2.1: Dependency graph for Swedish sentence, converted from Talbanken

to construct such a model, we instead use a deterministic parsing algorithm to map a dependency graph to a transition sequence such that this transition sequence uniquely determines the dependency graph. An individual transition can be, for example, shifting a token onto a stack or adding an arc between two tokens. The transition system itself is normally nondeterministic and we therefore need a mechanism that resolves this nondeterminism. We use a discriminative learning method, such as SVM and MBL, to construct a classifier. Moreover, we use history-based feature models to extract vectors of feature-value pairs from the current parser state as training material for the classifier.

In this chapter, we review the necessary background for the design and implementation of MaltParser focusing on the framework of inductive dependency parsing proposed by Nivre (2006). Most of the notation used by Nivre (2006) is also used here, but in some cases the notation has to be extended. The rest of the chapter is structured as follows. Section 2.1 describes the basic requirements on text parsing. Section 2.2 presents the necessary definitions of dependency graphs. Section 2.3 presents the parsing framework, including the deterministic parsing algorithm, the history-based feature models and discriminative learning methods. Related work is discussed in section 2.4.

### 2.1 Requirements on Text Parsing

We begin by defining a text as a sequence \( T = (x_1, \ldots, x_n) \) of sentences, where each sentence \( x_i = (w_1, \ldots, w_m) \) is a sequence of tokens and a token

© 2006 by Johan Hall. All rights reserved.
$w_j$ is a sequence of characters, usually a word form. Given a text $T$, the task of text parsing is to derive the correct analysis $y_i$ for every sentence $x_i \in T$. We assume that the text $T$ contains sentences of a text language $L$ that in our case is a natural language. This assumption entails that the text language is not a formal language and that parsing does not entail recognition. Instead, we see text parsing as an empirical approximation problem. Therefore, this approach is not well-suited for grammar checking in a word-processing application, because it will try to find an analysis also for an ungrammatical sentence.

Given these definitions we can define four basic requirements on a text parser (Nivre 2006):

**Definition 2.1.** A parser $P$ should map a text $T = (x_1, \ldots, x_n)$ in language $L$ to well-formed syntactic representations $(y_1, \ldots, y_n)$ in a way that satisfies the following requirements:

1. **Robustness:** $P$ assigns at least one analysis $y_i$ to every sentence $x_i \in T$.
2. **Disambiguation:** $P$ assigns at most one analysis $y_i$ to every sentence $x_i \in T$.
3. **Accuracy:** $P$ assigns the correct analysis $y_i$ to every sentence $x_i \in T$.
4. **Efficiency:** $P$ processes every sentence $x_i \in T$ in time and space that is polynomial in the length of $x_i$.

We want to create a parser that uses a parsing strategy that assigns at least one analysis for each sentence (Robustness) and at most one analysis (Disambiguation). The third requirement (Accuracy) is unrealistic in practice, but we will use this as an evaluation criterion in the Chapter 4. In order to satisfy the fourth requirement, we will use deterministic parsing algorithms with at most quadratic time complexity and linear space complexity. We will use two parsing algorithms that have linear complexity (Nivre's arc-eager and arc-standard algorithms) and one that has quadratic complexity (Covington's algorithm). In the experiments, the Efficiency requirement will be an evaluation criterion that measures the time it takes to parse a text.

### 2.2 Dependency Graphs

Dependency parsing is based on syntactic representations built from binary relations between tokens (or words) labeled with syntactic functions or dependency types. We define such representations as dependency graphs:
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Definition 2.2. Given a sentence \( x = (w_1, \ldots, w_n) \) and a set \( R = \{r_0, r_1, \ldots, r_m\} \) of dependency types, a dependency graph for a sentence \( x \) is a labeled directed graph \( G = (V,E,L) \), where:

1. \( V = \mathbb{Z}_{n+1} = \{0,1,2,\ldots,n\} \)
2. \( E \subseteq V \times V \)
3. \( L : E \to R \)

A dependency graph consists of a set \( V \) of nodes, where a node is a non-negative integer (including \( n \)). Every positive node has a corresponding token in the sentence \( x \) and we will use the term token node for these nodes (i.e., the token \( w_i \) corresponds to the token node \( i \)). In addition, there is a special root node 0, which is the root of the dependency graph and has no corresponding token in the sentence \( x \). Furthermore, the set \( V^+ \) denotes the set of token nodes, i.e., \( V^+ = V - \{0\} \). There is a practical advantage in using position indices instead of word forms to represent tokens (Maruyama 1990), which allows the use of the arithmetic relation \(<\) to order the nodes, and ensures that every token has a unique node in the graph.

An arc \( (i,j) \in E \) connects two nodes \( i \) and \( j \) in the graph and represents a dependency relation where \( i \) is the head and \( j \) is the dependent. The notation \( i \to j \) will be used for the pair \( (i,j) \in E \) and \( i \to^* j \) for the reflexive and transitive closure, i.e., \( i \to^* j \) if and only if there is a path of zero or more arcs connecting \( i \) to \( j \). Finally, the function \( L \) labels every arc \( i \to j \) with a dependency type \( r \in R \) and an arc with a label \( r \) will be denoted \( i \xrightarrow{r} j \).

To be able to construct a dependency graph using a parsing algorithm, we usually have to define some basic constraints that a graph must satisfy.

Definition 2.3. A dependency graph \( G \) is well-formed if and only if the following constraints hold:

1. **Root**: The node 0 is a root, i.e., there is a node \( i \) such that \( i \to 0 \).
2. **Connectedness**: \( G \) is weakly connected, i.e., for every node \( i \) there is some node \( j \) such that \( i \to j \) or \( j \to i \).
3. **Single-Head**: Each node has at most one head, i.e., if \( i \to j \) then there is no node \( k \) such that \( k \neq i \) and \( k \to j \).
4. **Acyclicity**: \( G \) is acyclic, i.e., if \( i \to j \) then not \( j \to^* i \).
5. **Projectivity**: \( G \) is projective, i.e., if \( i \to j \) then \( i \to^* k \), for every node \( k \) such that \( i < k < j \) or \( j < k < i \).
2.3. Inductive Dependency Parsing

A special root node makes it easier to comply with the second constraint **Connectedness**, since it is always possible to hook up any node to the root and in that way the graph will always be connected. Furthermore, with a root node we always know the entrance to the graph. The third constraint **Single-Head** (sometimes called uniqueness) is commonly assumed in dependency grammar, although Hudson (1984) allows multiple heads to capture certain transformational phenomena, where a single token is connected to more than one position in the sentence. The fourth constraint **Acyclicity** together with first three constraints entail that the graph is a rooted tree. These assumptions make it simpler to construct parsing algorithms that build dependency trees automatically.

The last constraint **Projectivity** is more controversial and most dependency grammars allow non-projective graphs, because non-projective representations are able to capture non-local dependencies. There exists several treebanks that contain non-projective structures such as the Prague Dependency Treebank of Czech (Hajč et al. 2001) and the Danish Dependency Treebank (Kromann 2003). We will assume the constraint **Projectivity** here because the parsing algorithms used in this thesis are limited to projective structures and the treebanks used only contain projective structures. Moreover, when dealing with non-projective data, it is possible to projectivize the training data and recover non-projective dependencies by applying an inverse transformation after parsing in a post-processing step (Nivre and Nilsson 2005).

Figure 2.1 shows a labeled projective dependency graph for a Swedish sentence, where each word of the sentence is tagged with its part-of-speech and each arc labeled with a dependency type.\(^2\)

\(^2\) The dependency types used in Figure 2.1 are described in section 4.1.1.
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3. Discriminative learning methods to map histories to transitions (Veenstra and Daelemans 2000; Kudo and Matsumoto 2002; Yamada and Matsumoto 2003; Nivre et al. 2004)

In this section we will discuss these three elements. Section 2.3.1 presents two deterministic dependency-based parsing algorithms. Section 2.3.2 describes how history-based models can be used for predicting the next transition from one parser configuration to another. Finally, Section 2.3.3 explains how we can use discriminative learning methods for inducing a classifier that maps parser configurations to transitions, including a brief description of the two learning method used in the experiments: SVM and MBL.

2.3.1 Deterministic Dependency Parsing

Mainstream approaches to data-driven text parsing are based on nondeterministic parsing techniques, but the disambiguation can be performed deterministically, using a greedy parsing algorithm that approximates a globally optimal solution by making a sequence of locally optimal choices (see section 2.4 for more details of related work in this area). The experiments in Chapter 4 will use two parsing algorithms, called Nivre's algorithm and Covington's algorithm, and both algorithms come in two versions. We begin by defining parser configurations that can be used by both algorithms, following Nivre (2006):

Definition 2.4. Given a set $R = \{r_0, r_1, \ldots, r_m\}$ of dependency types and a sentence $x = (w_1, \ldots, w_n)$, a parser configuration for $x$ is a quintuple $c = (\sigma, \tau, v, h, d)$, where:

1. $\sigma$ is a stack of partially processed token nodes $i$ ($1 \leq i \leq j$ for some $j \leq n$).
2. $\tau$ is a list of remaining input token nodes $k$ ($k \leq i \leq n$ for some $k > j$).
3. $v$ is a stack of token nodes $i$ occurring between the token on top of the stack $\sigma_j$ and the next input token $\tau_k$ ($j < i < k$).
4. $h : V^+_x \rightarrow V_x$ is a head function from token nodes to nodes.
5. $d : V^+_x \rightarrow R$ is a label function from token nodes to dependency types.
6. For every token node $i \in V^+_x$, $d(i) = r_0$ only if $h(i) = 0$.

The definition of a parser configuration introduces three data structures: a stack $\sigma$, a list $\tau$ and a stack $v$. The first two data structures (the stack $\sigma$ and the list $\tau$) are included in the definition of Nivre (2006). Here the definition
is extended with a stack \( \nu \), which we call the \emph{context stack} and which is used by Covington’s algorithm. In order to define the parsing algorithms later in this section, we will represent all three data structures as lists. To be able to use individual components in these lists, we will use \( j|\tau \) to represent a list of input tokens with head \( j \) and tail \( \tau \), while \( \sigma|i \) and \( \nu|i \) represent stacks with the top \( i \) and tail \( \sigma \) and \( \nu \). An empty stack/list is represented by \( \epsilon \).

The symbols \( V^+_x \) and \( V_x \) are used to indicate that \( V^+_x \) and \( V \) are the nodes for the sentence \( x \). The head function \( h \) defines the partially built dependency graph. For every token node \( i \) there is a syntactic head \( h(i) = j \). If the token node \( i \) is not yet attached to a head, the special root node \( h(i) = 0 \) is used.

Finally, the label function \( d \) labels the partially built dependency structure, where every token node \( i \) is assigned a dependency type \( r_j \) using the label function \( d(i) = r_j \) (\( d(i) = r_0 \) is used for token nodes that are not yet attached). We establish a connection between parser configurations and dependency graphs in the following way (Nivre 2006):

**Definition 2.5.** A parser configuration \( c = (\sigma, \tau, \nu, h, d) \) for \( x \) defines the dependency graph \( G_c = (V_x, E_c, L_c) \), where:

1. \( E_c = \{(i, j) | h(j) = i\} \)
2. \( L_c = \{((i, j), r) | h(j) = i, d(j) = r\} \)

For the functions \( h \) and \( d \), we will use the notation \( f[x \mapsto y); \) if \( f(x) = y' \), then \( f[x \mapsto y] = f - \{(x, y')\} \cup \{(x, y)\} \).

**Definition 2.6.** A parser configuration \( c \) for the sentence \( x = (w_1, \ldots, w_n) \) is \emph{initial} if and only if it has the form \( c = (\epsilon, (1, \ldots, n), \epsilon, h_0, d_0) \), where:

1. \( h_0(i) = 0 \) for every \( i \in V^+_x \).
2. \( d_0(i) = r_0 \) for every \( i \in V^+_x \).

When the parser begins to parse a sentence, the two stacks \( \sigma \) and \( \nu \) are empty and all the token nodes of the sentence are in the list \( \tau \). In the beginning, all token nodes are dependents of the special root node \( 0 \) and labeled with the special label \( r_0 \). The parser terminates the parsing of a sentence when the following condition is met:

**Definition 2.7.** A parser configuration \( c \) for the sentence \( x = (w_1, \ldots, w_n) \) is \emph{terminal} if and only if it has the form \( c = (\sigma, \epsilon, \nu, h, d) \) (for arbitrary \( \sigma, \nu, h \) and \( d \) ).
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The parser processes the input left-to-right and terminates whenever the list of input tokens is empty. The set $C^n$ will denote all possible configurations and $C^n$ the set of non-terminal configurations, i.e., any configuration $c = (\sigma, \tau, v, h, d)$ where $\tau \neq \epsilon$. A transition from a non-terminal configuration to a new configuration is a partial function $t : C^n \rightarrow C$.

We will define a transition system for each version of the algorithms, which is nondeterministic. Hence, there will be more than one transition applicable to a given configuration. An oracle $o : C^n \rightarrow (C^n \rightarrow C)$ is used to overcome this non-determinism (Kay 2000). For each nondeterministic choice point the parsing algorithm will ask the oracle to predict the next transition. In this section we will consider the oracle as a black box, which always knows the correct transition. In section 2.3.2, we will see that we can approximate this oracle by inducing a classifier.

**Nivre's algorithm.** This parsing algorithm was first proposed for unlabeled dependency parsing by Nivre (2003) and was extended to labeled dependency parsing by Nivre et al. (2004). A sentence $x = (w_1, \ldots, w_n)$ is parsed by the algorithm PARSE-NIVRE in the following way:

```
PARSE-NIVRE(x = (w_1, \ldots, w_n))
1  c \leftarrow (\epsilon, (1, \ldots, n), \epsilon, h_0, d_0)
2  while c = (\sigma, \tau, v, h, d) is not terminal
3      if \sigma = \epsilon
4          c \leftarrow SHIFT(c)
5  else
6      c \leftarrow [o(c)](c)
7  G \leftarrow (V, E_v, L_v)
8  return G
```

The algorithm will perform the SHIFT transition if the stack is empty and otherwise let the oracle $o$ predict the next transition $o(c)$ as long as the parser remains in a non-terminal configuration $c \in C^n$. The SHIFT transition pushes the next input token $i$ onto the stack $\sigma$. When the terminal configuration is reached the dependency graph is returned.

The algorithm comes in two versions with two transition systems: an arc-eager and an arc-standard version. The arc-eager version uses four transitions, two of which are parameterized by a dependency type $r \in R$. The transition system updates the parser configuration as follows (Nivre 2006):

**Definition 2.8.** For every $r \in R$, the following transitions are possible:

1. SHIFT:
   $$(\sigma, i|\tau, \epsilon, h, d) \rightarrow (\sigma|i, \tau, \epsilon, h, d)$$
2.3. Inductive Dependency Parsing

2. **Reduce:**
\[(\sigma | i, \tau, \epsilon, h, d) \rightarrow (\sigma, \tau, \epsilon, h, d)\]
if \(h(i) \neq 0\)

3. **Right-Arc\(r\):**
\[(\sigma | i, j| \tau, \epsilon, h, d) \rightarrow (\sigma | i| j, \tau, \epsilon, h[j \mapsto i], d[j \mapsto r])\]
if \(h(j) = 0\)

4. **Left-Arc\(r\):**
\[(\sigma | i, j| \tau, \epsilon, h, d) \rightarrow (\sigma, j| \tau, \epsilon, h[i \mapsto j], d[i \mapsto r])\]
if \(h(i) = 0\)

The transition **Shift** (SH) shifts (pushes) the next input token \(i\) onto the stack \(\sigma\). This is the correct action when the head of the next word is positioned to the right of the next word or the next word is a root. The transition **Reduce** (RE) reduces (pops) the token \(i\) on top of the stack \(\sigma\). It is important to ensure that the parser does not pop the top token if it has not been assigned a head, since it will otherwise be left unattached.

The **Right-Arc** transition (RA) adds an arc from the token \(i\) on top of the stack \(\sigma\) to the next input token \(j\), i.e., \(i \rightarrow j\) and involves pushing \(j\) onto the stack. Finally, the transition **Left-Arc** (LA) adds an arc from the next input token \(j\) to the token \(i\) on top of the stack \(\sigma\), i.e., \(j \leftarrow i\) and involves popping \(i\) from the stack. This transition is only allowed when the top token \(i\) on the stack has previously received an arc to the special root node 0. We make use of the assumption of projectivity because we know that the top token \(i\) cannot have any more left and right dependents and therefore it can be popped.

Nivre’s arc-eager algorithm is guaranteed to terminate after at most \(2n\) transitions, given a sentence of length \(n\) (Nivre 2003). Furthermore, it always produces a dependency graph that is acyclic and projective. The correct transition sequence for the Swedish sentence shown in Figure 2.1 using Nivre’s arc-eager algorithm is as follows:
Chapter 2. Background

\[(\epsilon, (1, \ldots, 6), \epsilon, h_0, d_0)\]

D \quad SH \rightarrow \quad [(1), (2, \ldots, 6), \epsilon, h_0, d_0]

N \quad LA(SUB) \rightarrow \quad (\epsilon, (2, \ldots, 6), \epsilon, h_1 = h_0[1 \mapsto 2], d_1 = d_0[1 \mapsto SUB])

D \quad SH \rightarrow \quad [(2), (3, \ldots, 6), \epsilon, h_1, d_1]

N \quad RA(ADV) \rightarrow \quad [(2, 3), (4, 5, 6), \epsilon, h_2 = h_1[3 \mapsto 2], d_2 = d_1[3 \mapsto ADV])

N \quad RE \rightarrow \quad [(2), (4, \ldots, 6), \epsilon, h_2, d_2]

N \quad RE(ADV) \rightarrow \quad [(2, 4), (5, 6), \epsilon, h_3 = h_2[4 \mapsto 2], d_3 = d_2[4 \mapsto ADV])

N \quad RA(PR) \rightarrow \quad [(2, 4, 5), (6), \epsilon, h_4 = h_3[5 \mapsto 4], d_4 = d_3[5 \mapsto PR])

N \quad RE \rightarrow \quad [(2, 4), (6), \epsilon, h_4, d_4]

N \quad RE \rightarrow \quad [(2), (6), \epsilon, h_4, d_4]

N \quad RA(IP) \rightarrow \quad [(2, 6), \epsilon, \epsilon, h_5 = h_4[6 \mapsto 2], d_5 = d_4[6 \mapsto IP])

The first row presents the initial parser configuration with an empty stack and \(h_0(i) = 0\) and \(d_0(i) = r_0\) for every node \(i \in V\). The second row shows the parser configuration after the shift transition has been executed. The left column tells us if the transition is deterministic (D) or nondeterministic (N), in other words if the oracle \(o\) is used or not. For example, the second row can only be a shift transition because the stack is empty (D) and the third row is a nondeterministic transition (N).

The arc-standard version uses a strict bottom-up processing as in traditional shift-reduce parsing. The algorithm by Kudo and Matsumoto (2002), Yamada and Matsumoto (2003) and Cheng et al. (2005a) uses the arc-standard strategy, but also allows multiple passes over the input.

The arc-standard version uses a transition system similar to the arc-eager version, but has only three transitions \textsc{Shift}, \textsc{Left-Arc} and \textsc{Right-Arc} (no \textsc{Reduce}). The first two transitions, \textsc{Shift} and \textsc{Left-Arc}, are applied in exactly the same way as for the arc-eager version. The transition system is defined as follows:

1. \textsc{Shift}:
   \[(\sigma, i, \tau, \epsilon, h, d) \rightarrow (\sigma, i, \tau, \epsilon, h, d)\]

2. \textsc{Right-Arc}(\(r\)):
   \[(\sigma, i, j, \tau, \epsilon, h, d) \rightarrow (\sigma, i, \tau, \epsilon, h[j \mapsto i], d[j \mapsto r])\]
   if \(h(j) = 0\)

3. \textsc{Left-Arc}(\(r\)):
   \[(\sigma, i, j, \tau, \epsilon, h, d) \rightarrow (\sigma, j, \tau, \epsilon, h[i \mapsto j], d[i \mapsto r])\]
   if \(h(i) = 0\)

Instead of pushing the next token \(j\) onto the stack \(\sigma\), \textsc{Right-Arc} moves the topmost token \(i\) on the stack back to the list of remaining input tokens \(\tau\),
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where it replaces the token $j$ as the next token. The transition sequence for the same sentence using Nivre's arc-standard algorithm:

\[(\epsilon, (1, \ldots, 6), \epsilon, h_0, d_0)\]

D  SH $\rightarrow$  

\[(1, (2, \ldots, 6), \epsilon, h_0, d_0)\]

N  LA(SUB) $\rightarrow$  

\[(\epsilon, (2, \ldots, 6), \epsilon, h_1 = h_0[1 \mapsto 2], d_1 = d_0[1 \mapsto \text{SUB}])\]

D  SH $\rightarrow$  

\[(2, (3, \ldots, 6), \epsilon, h_1, d_1)\]

N  RA(ADV) $\rightarrow$  

\[(\epsilon, (2, 4, \ldots, 6), \epsilon, h_2 = h_1[3 \mapsto 2], d_2 = d_1[3 \mapsto \text{ADV}])\]

D  SH $\rightarrow$  

\[(2, (4, \ldots, 6), \epsilon, h_2, d_2)\]

N  RA(PR) $\rightarrow$  

\[(2, (4, 6), \epsilon, h_3 = h_2[5 \mapsto 4], d_3 = d_2[5 \mapsto \text{PR}])\]

N  RA(ADV) $\rightarrow$  

\[(\epsilon, (2, 6), \epsilon, h_4 = h_3[4 \mapsto 2], d_4 = d_3[4 \mapsto \text{ADV}])\]

D  SH $\rightarrow$  

\[(2, (6), \epsilon, h_4, d_4)\]

N  RA(IP) $\rightarrow$  

\[(\epsilon, (2), \epsilon, h_5 = h_4[6 \mapsto 2], d_5 = d_4[6 \mapsto \text{IP}])\]

D  SH $\rightarrow$  

\[(2, \epsilon, \epsilon, h_5, d_5)\]

We can see that the transitions are performed in another order, for instance the \text{RIGHT-Arc(PR)} is executed before \text{RIGHT-Arc(ADV)}, compared to the arc-eager version.

\textit{Covington's algorithm}. Covington (2001) proposes several incremental parsing algorithms for dependency parsing. Two of the algorithms are the \textit{projective} algorithm and the \textit{exhaustive left-to-right search} algorithm. The first algorithm uses a \textit{headlist} with words that do not yet have heads and a \textit{wordlist} with all words encountered so far. We will not use these two data structures; instead we will describe these two algorithms by using the data structures defined by the parser configuration: the stacks $\sigma$ and $v$, and the list $\tau$. Actually, we will regard these two algorithms as one algorithm with two transition systems or as two versions of the same algorithm. We will call the second version the \textit{unrestricted}, because it allows dependency graphs that are non-projective and cyclic. Both versions have quadratic complexity, since they proceed by trying to link each new token to each preceding token. It is also possible to define other versions. For example, a version that conforms to the \textit{Acyclicity} requirement but allows non-projective graphs, but this will not be done in this thesis. The adapted version of Covington's algorithm is described as follows:
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\texttt{PARSE-COVINGTON}(x = (w_1, \ldots, w_n))
1 \quad c \leftarrow (\epsilon, (1, \ldots, n), \epsilon, h_0, d_0)
2 \quad \textbf{while} \ c = (\sigma, \tau, v, h, d) \text{ is not terminal}
3 \quad \quad \text{DONE} \leftarrow \text{false}
4 \quad \quad \textbf{while} \ \sigma \neq \epsilon \ \text{and} \ \neg \text{DONE}
5 \quad \quad \quad c \leftarrow [\rho(\sigma)](c)
6 \quad \quad \textbf{while} \ v \neq \epsilon
7 \quad \quad \quad \text{Push}(\text{Pop}(v), \sigma)
8 \quad \quad \text{Push}(\text{First}(v), \sigma)
9 \quad G \leftarrow (V, E, L_v)
10 \quad \textbf{return} \ G

The algorithm begins by initializing the configuration with two empty stacks and all token nodes in the list \( \tau \), in the same way as Nivre’s algorithm. As long as the parser remains in a non-terminal configuration, it will first iterate as long as the stack \( \sigma \) is not empty or the flag \( \text{DONE} \) is false. The \( \text{DONE} \) flag is only used by the projective version to indicate that it can proceed to the next token without an empty stack. Before it can proceed with the next input token, the algorithm must move back all unattached tokens in the context stack \( v \) to the stack \( \sigma \). The \text{Push} function pushes a token onto a stack and the \text{Pop} function pops a token from a stack. Finally, the next input token is pushed onto the stack \( \sigma \), using the function \text{First} to retrieve the first token in a list.

The unrestricted version uses three transitions and these are defined in the following way:

1. \textbf{Reduce}:
   \( (\sigma | i, \tau, v, h, d) \rightarrow (\sigma, \tau, v|i, h, d) \)

2. \textbf{Right-Arc}(r):
   \( (\sigma | i, j | \tau, v, h, d) \rightarrow (\sigma, j | \tau, v|i, h[j \mapsto i], d[j \mapsto r]) \)

3. \textbf{Left-Arc}(r):
   \( (\sigma | i, j | \tau, v, h, d) \rightarrow (\sigma, j | \tau, v|i, h[i \mapsto j], d[i \mapsto r]) \)

All three transitions move the top token of the stack \( \sigma \) to the stack \( v \). The \textbf{Right-Arc} and \textbf{Left-Arc} transitions in addition add an arc \( i \xrightarrow{\tau} j \) or an arc \( j \xrightarrow{\tau} i \), respectively.

The projective version makes use of the fact that it should build a projective graph, which allows the algorithm to continue with the next input token.
without exploring all combinations that could make the graph non-projective. The transition system is redefined as follows:

1. **Reduce**:  
   \((\sigma|i, j|\tau, v, h, d) \rightarrow (\sigma, j|\tau, v|i, h, d)\)  
   \(\text{DONE} \leftarrow \text{true}\)

2. **Right-Arc\(r\)**:  
   \((\sigma|i, j|\tau, v, h, d) \rightarrow (\sigma, j|\tau, v|i, h[j \mapsto i], d[j \mapsto r])\)  
   if \(h(j) = 0\)

3. **Left-Arc\(r\)**:  
   \((\sigma|i, j|\tau, v, h, d) \rightarrow (\sigma, j|\tau, v, h[i \mapsto j], d[i \mapsto r])\)  
   if \(h(i) = 0\)

The **Reduce** transition is exactly the same as for the unrestricted version except that it sets the **DONE** flag to true, in order to indicate that all the remaining tokens in stack \(\sigma\) cannot be linked to the token \(j\), since this would produce a non-projective graph. The **Right-Arc\(r\)** transition makes use of the fact that the arc \(i \rightarrow j\) covers the tokens between the top token and the next token; to prevent that the graph becomes non-projective the top token \(i\) of stack \(\sigma\) is popped and then pushed onto the context stack \(v\) and the flag **DONE** is assigned the value true, for the same reason as in the **Reduce** transition. The **Left-Arc\(r\)** transition adds an arc \(j \rightarrow i\); because \(i\) cannot be linked to another token it is popped from the stack \(\sigma\).

### 2.3.2 History-Based Models

In section 2.3.1 we defined a set \(C\) of possible parser configurations and for each version of the parsing algorithm we defined a transition system is non-deterministic. Furthermore, we introduced an oracle \(o : C^n \rightarrow (C^n \rightarrow C)\), which the parsing algorithm uses to get the correct transition. If it is possible to derive the correct transitions from syntactically annotated sentences, we can use these as training data to approximate such an oracle through inductive learning. In other words, we define a one-to-one mapping from an input string \(x\) and a dependency graph \(G\) to a sequence of transitions \(S = (t_1, \ldots, t_m)\) such that \(S\) uniquely determines \(G\). A transition \(t_i\) is dependent on all previously made transitions \((t_1, \ldots, t_{i-1})\) and all available information about these transitions, called the **history**. The history \(H_i = (t_1, \ldots, t_{i-1})\) corresponds to some partially built structure and we also include static properties that are kept constant during the parsing of a sentence, such as word form and part-of-speech of a token.
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The basic idea is thus to train a classifier that approximates an oracle given that a treebank is available. We will call the approximated oracle a guide (Boullier 2003), because the guide does not guarantee that the transition is correct. The history \( H_i = (t_1, \ldots, t_{i-1}) \) contains complete information about all previous transitions. All this information is intractable for training a classifier. Instead we can use history-based feature models for predicting the next transition. History-based feature models were first introduced by Black et al. (1992) and have been used extensively in data-driven parsing (Magerman 1995; Ratnaparkhi 1997; Collins 1999). To make it tractable the history \( H_i \) is replaced by a feature vector defined by a feature model \( \Phi = (\phi_1, \ldots, \phi_p) \), where each feature \( \phi_i \) is a function that identifies some significant property of the history \( H_i \) and/or the input string \( x \). To simplify notation we will write \( \Phi(H_i, x) \) to denote the application of the feature vector \( (\phi_1, \ldots, \phi_p) \) to \( H_i \) and \( x \), i.e., \( \Phi(H_i, x) = (\phi_1(H_i, x), \ldots, \phi_p(H_i, x)) \).

At learning time the parser derives the correct transition by using an oracle function \( o \) applied to gold standard treebank. For each transition it provides the learner with a training instance \( \Phi((H_i, x), t_i) \), where \( \Phi(H_i, x) \) is a current vector of feature values and \( t_i \) is the correct transition. A set of training instances \( I \) is then used by the learner to induce a parser model, by using a supervised learning method.

At parsing time the parser uses the parser model, as a guide, to predict the next transition and now the vector of feature values \( \Phi(H_i, x) \) is the input and the transition \( t_i \) is the output of the guide. Section 2.3.3 describes how we can train a classifier that makes this prediction.

2.3.3 Discriminative Learning Methods

The learning problem is to induce a classifier from a set of training instances \( I \) relative to a specific feature model \( \Phi \) by using a learning algorithm. In this section, we will describe two discriminative learning methods, SVM and MBL, that can be used for this classification task.

In general, classification is the task of predicting the class \( y \) given a variable \( x \), which can be accomplished by probabilistic methods and it is common to divide these methods into two classes: generative and discriminative. For generative methods, we use the Bayes rule to obtain \( P(y \mid x) \) by estimating the joint distribution \( P(x, y) \). By contrast, discriminative methods make no attempt to model underlying distributions and instead estimate \( P(y \mid x) \) directly. We will use two discriminative methods for the learning task: SVM and MBL.

Support Vector Machines. In the last decade, there has been a growing interest in Support Vector Machines (SVM), which were proposed by
Vladimir Vapnik at the end of the seventies (Vapnik 1979). SVM is based on the idea that two linearly separable classes, the positive and negative samples in the training data, can be separated by a hyperplane with the largest margin. It has been shown that SVMs give good generalization performance in various research areas, such as face detection (Osuna et al. 1997) and pedestrian detection (Oren et al. 1997). Within natural language processing they have been used extensively in, for example, text categorization (Joachims 1998), chunking (Kudo and Matsumoto 2001) and syntactic parsing (Yamada and Matsumoto 2003).

Given a data set of \( \ell \) instance-label pairs \( I = \{(\mathbf{x}_i, y_i)\}_{i=1}^\ell \), where \( x_i \in \mathbb{R}^N \) and \( y_i \in \{ -1, 1 \} \), \( x_i \) is a feature vector of the \( i \)-th sample, which is represented by an \( n \) dimensional vector \( \mathbf{x}_i = (f_1, \ldots, f_n) \), and \( y_i \) is the class label of the \( i \)-th sample which belongs to either the positive (+1) or the negative (−1) class. The feature vector \( \mathbf{x}_i \) will in our case be the feature vector defined by \( \Phi(H_i, x) \) and the class label \( y_i \) will be the transition \( t_i \), but we need a method that handles multiple class labels (more about that later in this section). The idea is to estimate a vector \( \mathbf{w} \) and a scalar \( b \), which maximize the distance of any data point from the hyperplane defined by \( \mathbf{w} \cdot \mathbf{x} + b \). The goal of the SVM is to find the solution of the following optimization (Kudo and Matsumoto 2000a; Burges 1998):

\[
\text{Minimize: } L(w) = \frac{1}{2} \| \mathbf{w} \|^2 \\
\text{Subject to: } y_i(\mathbf{w} \cdot \mathbf{x}_i + b) \geq 1 \forall i = 1, \ldots, \ell
\]

(2.1)

![Figure 2.2: A linear Support Vector Machine](image)

In other words, the SVM method tries to find the hyperplane that separates the training data into two classes with the largest margin. Figure 2.2 illustrates two possible hyperplanes, which correctly separate the training data into two classes, and the left hyperplane has the largest margin between the two classes.
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The data in Figure 2.2 are easy to separate into two classes, but in practice the data may be noisy and therefore not linearly separable. One solution is to allowing some misclassifications by introducing a penalty parameter \( C \), which defines the trade off between the training error and the magnitude of the margin.

SVM can be extended to solve problems that are not linearly separable. The feature vector \( x_i \) is mapped to a higher dimensional space by the function \( \phi \), which makes it possible to carry out non-linear classification. The optimization problem can be rewritten into a dual form, which is done with a so called Kernel function \( K(x_i, x_j) \equiv \phi(x_i)^T \phi(x_j) \) (Kudo and Matsumoto 2001; Vapnik 1998). There are many kernel functions, but the most common are:

- polynomial: \( K(x_i, x_j) = (\gamma x_i^T x_j + r)^d, \gamma > 0 \).
- radial basis function (RBF): \( K(x_i, x_j) = \exp(-\gamma \| x_i - x_j \|^2), \gamma > 0 \).
- sigmoid: \( K(x_i, x_j) = \tanh(\gamma x_i^T x_j + r) \).

where \( \gamma \), \( r \) and \( d \) denote different kernel parameters (Hsu et al. 2004).

SVM is in its basic form a binary classifier, but many learning problems have to deal with more than two classes. To make SVM handle multi-classification, many binary classifiers are used. For multi-class classification, we can choose between the methods one-against-all and all-against-all. Given that we have \( n \) classes, the one-against-all method trains \( n \) classifiers to separate each class from the rest and the all-against-all method trains \( n(n - 1)/2 \) classifiers, one for each pair of classes (Vural and Dy 2004). A voting mechanism or some other measure is used to discriminate across all these classifiers to classify a new instance.

Memory-Based Learning. Memory-based learning (MBL) and classification is based on the assumption that a cognitive learning task to a high degree depends on direct experience and memory, rather than extraction of an abstract representation. MBL has been used for many language learning tasks, such as part-of-speech tagging (Cardie 1993; Daemans et al. 1996), semantic role labeling (Van den Bosch et al. 2004; Kouchnit 2004) and syntactic parsing (Nivre et al. 2004).

MBL is a lazy method and is based on two fundamental principles: learning is storing experiences in memory, and solving a new problem is achieved by reusing solutions from previously solved problems that are similar to the new problem. The idea during training for MBL is to collect the values of different features from the training data together with the correct class
(Daelemans and Van den Bosch 2005). MBL generalizes by applying a similarity metric without abstracting or eliminating low-frequency events. This similarity metric can be seen as an implicit smoothing mechanism for rare events. Daelemans and colleagues have shown that it may be harmful to eliminate rare events in the training data for language learning tasks (Daelemans et al. 2002), because it is very difficult to discriminate noise from valid exceptions.

The \( n \) feature-values are mapped into an \( n \)-dimensional space, where each feature vector from the training data with its corresponding class is a point in this space. The task at decision time is to find the nearest neighbor(s) in this \( n \)-dimensional space and return a category based on the \( k \) nearest neighbor(s). The way this search is performed can be varied in many different ways.

The Overlap metric is one of the most basic metrics and uses the distance \( \Delta(X, Y) \) between two patterns \( X \) and \( Y \), which are represented as \( n \) features:

\[
\Delta(X, Y) = \sum_{i=1}^{n} w_i \delta(x_i, y_i)
\]  

(2.2)

where \( w_i \) is a weight for feature \( i \), and the function \( \delta(x_i, y_i) \) is the distance per feature and will be 0 if \( x_i = y_i \), otherwise 1. The weight \( w_i \) can be calculated by a variety of methods, e.g., Information Gain (IG), which measures each feature’s contribution to our knowledge with respect to the target class.

A variation of the Overlap metrics is the more sophisticated Modified Value Difference Metric (MVDM), introduced by Cost and Salzberg (1993), which estimates the distance between two values of a feature by considering their cooccurrence with the target classes. However, this metric is more sensitive to sparse data.

### 2.4 Related Work

During the last decades, there has been a great interest in data-driven methods for various natural language processing tasks. Data-driven approaches to syntactic parsing were first developed during the 90s for constituency-based representations. The standard approaches are based on nondeterministic parsing techniques, usually involving some kind of dynamic programming, in combination with generative probabilistic models that provide an \( n \)-best ranking of the set of candidate analyses derived by the parser. The most well-known parsers based on these techniques are the parser of Collins (1997, 1999) and the parser of Charniak (2000). Discriminative learning methods have been used to enhance these parsers by reranking the analyses output
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by the parser (Johnson et al. 1999; Collins and Duffy 2005; Charniak and Johnson 2005).

Dependency-based data-driven parsing was first introduced by Eisner (1996), who used a probabilistic parser to assign both part-of-speech tags and an unlabeled (bare-bone) dependency structure simultaneously. The parser of Eisner was evaluated on the Wall Street Journal section of the Penn treebank and the study showed that a generative model performs significantly better than other models based on, for example, lexical affinity and sense tagging. In later work, Eisner enhanced his approach by defining the notion of *bilexical grammar* (Eisner 1999). More recently, McDonald et al. (2005) have come up with an alternative approach to dependency parsing, which uses a modified version of the Eisner’s algorithm (Eisner 1999) and an online large-margin learning algorithm. This methodology has been shown to give state-of-the-art performance without any language specific enhancements for both English and Czech.

Collin’s parser has been adapted to handle dependency-based structures and the evaluation shows that on the Wall Street Journal data (English) it gives an unlabeled dependency accuracy of 91% and for Czech, which is a highly inflected language with relatively free word order, it achieves an accuracy of 82% (Collins et al. 1999).

Another school proposes that dependency parsing can be performed deterministically, guided by a classifier trained on gold standard derivations from a treebank (the technique used in this thesis). It was first used for unlabeled dependency parsing by Kudo and Matsumoto (2000a, 2002) (for Japanese) and Yamada and Matsumoto (2003) (for English) using SVM. The parsing algorithm uses a variation of shift-reduce parsing with three possible parse actions: *shift*, *right* and *left*. The two latter parse actions add a dependency relation between two target nodes, which are two neighboring tokens. The parse action *shift* moves the focus to the right in the input string, which results in two new target nodes. The worst-case time complexity of this approach is $O(n^2)$, but the worst-case rarely occurs in practice. Cheng et al. (2005a) have recently used this methodology to parse Chinese with state-of-the-art performance.

The deterministic dependency parsing was extended to handle labeled dependency structures by Nivre et al. (2004) (for Swedish) and Nivre and Scholz (2004) (for English). Sagae and Lavie (2005) have investigated a deterministic approach with good results based on lexicalized phrase structure. The parsing framework of Yamada and Matsumoto is very similar to the Nivre’s arc-standard version (see section 2.3.1, but the difference is that Nivre’s approach constructs labeled dependency graphs and Yamada and Matsumoto allows multiple passes over the input.
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MaltParser

This chapter describes a dependency parser called MaltParser (Nivre et al. 2006) and its underlying architecture. The theoretical background of this parser is the framework of inductive dependency parsing introduced by Nivre (2006) and briefly described in section 2.3 with some extensions. The development of MaltParser has been joint work with especially Joakim Nivre, but also Jens Nilsson. Version 0.4 of MaltParser is the version described in this thesis. The chapter is divided into two sections. Section 3.1 explains the underlying architecture and section 3.2 describes the implementation of MaltParser version 0.4 in more detail.

3.1 Architecture

We propose an architecture for labeled dependency parsing with a strict modularization of parsing algorithms, feature models and learning methods, thereby giving maximum flexibility in the way these components can be varied independently of each other. The architecture can be seen as a data-driven parser-generator framework given that a treebank is available. Whereas a traditional parser-generator maps a grammar to a parser, a data-driven parser-generator maps a treebank to a parser. With different settings for parsing algorithms, feature models and learners the parser-generator will construct different parsers. The idea is to give the user the flexibility to experiment with the components in a more convenient way, although there are still dependencies between components, in the sense that not all combinations will perform well with respect to accuracy and efficiency.

The design of the architecture deals also with the fact that the parser can be executed in two different phases: the learning phase and the parsing phase. In the learning phase, the system uses a treebank to learn a model; in the parsing phase, it takes a previously learnt model and uses this to parse new and unseen data. Although these two tasks have a different structure, they often involve similar or even identical subproblems. For instance, learning normally requires the construction of a gold standard parse derivation in
order to estimate the parameters of a model, which is exactly the same kind of derivation that is constructed during parsing. One advantage of finding joint subproblems for the two phases is that we can reuse components across phases.

The architecture consists of two main components:

1. **Parser**: The Parser derives the dependency graph $G$ for a sentence $x$ (during both learning and parsing) using a deterministic parsing algorithm. The parser component contains subcomponents $P_1, \ldots, P_m$, where each subcomponent defines a parsing algorithm.

2. **Guide**: The Guide extracts feature vectors from the current state of the system (according to the specified model) and passes data between a learner and the parser. A learner is responsible for inducing a model at learning time and for using this model to guide the parser to make decisions at all nondeterministic choice points during the parsing phase. The guide component can use several learners $L_1, \ldots, L_n$. Usually a learner is an interface to a software package that implements a machine learning algorithm.

Figure 3.1 illustrates the architecture. In addition to the two main components, with their subcomponents, the framework includes input/output components and an overall control structure. These components are responsible for reading a text $T = (x_1, \ldots, x_n)$ and invoking the Parser component for each sentence $x_i \in S$. When the Parser has constructed the dependency graph $G$, the dependency graph should be output in a suitable format. Sections 3.1.1 and 3.1.2 describe the main components in more detail.
3.1.1 Parser

The Parser is responsible for the derivation of a well-formed dependency graph $G$ for a sentence $x = w_1, \ldots, w_n$, given a set $R = \{r_0, r_1, \ldots, r_m\}$ of dependency types (where $r_0$ is a special symbol for dependents of the root), as defined in section 2.2. To perform this derivation, we need a parsing algorithm that can map a dependency graph into a sequence of transitions $S = (t_1, \ldots, t_m)$ during learning time by using the gold standard. Each nondeterministic transition $t_i$ will be passed on to the Guide as an example of a correct transition. During parsing time, the parsing algorithm constructs a dependency graph by asking the Guide for each nondeterministic transition $t_i$.

Moreover, one of the main ideas of the Parser component is that it should be capable of incorporating several parsing algorithms, and allow the user of the system to choose a suitable algorithm for a specific purpose. Not all parsing algorithms are applicable for this architecture and therefore we need to define the restrictions that the parsing algorithm must fulfill:

1. It must be able to use parser configurations $c = (\sigma, \tau, v, h, d)$ of the form defined in Definition 2.4 for each sentence $x$.

2. It must only assign a dependency relation between the token on top of the stack $\sigma$ and the next input token in the list $\tau$.

3. It must be deterministic, in the sense that it always derives a single analysis for each sentence $x$. However, the algorithm can be nondeterministic in its individual choice points such as adding a dependency arc between two tokens or shifting a new token onto its stack. This implies that the algorithm must be able to break down the parsing problem into a sequence of transitions $S = (t_1, \ldots, t_m)$.

4. It must be possible to define an oracle given a treebank $T = (x_1, \ldots, x_n)$ in the learning phase. In this way, the algorithm derives the correct transition at all nondeterministic choice points using the oracle function. This function defines the mapping between the dependency graph $G$ and the transition sequences $S$ such that $S$ uniquely determines the dependency graph $G$.

5. It must define a set of permissible transitions for each configuration $c$ and check that it does not perform an illegal transition. For example, if the stack $\sigma$ is empty then it is not possible to pop the stack. To comply with the requirement of robustness, it must therefore provide a default transition according to the current state of the system if an illegal transition is proposed by the guide.
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3.1.2 Guide

The Guide is responsible for constructing a set of training instances $I$ for a learner subcomponent during the learning phase, and for passing a learner’s predictions to the Parser during the parsing phase.

At learning time, the Guide constructs one training instance $\Phi((H_i, x), t_i)$ for each transition $t_i$ passed from the Parser, where $\Phi(H_i, x)$ is the current vector of feature values (given the feature model $\Phi$ and the current state of the system) and passes this on to a learner. At parsing time, the Guide constructs a feature vector $\Phi(H_i, x)$ for each request from the Parser, sends it to a learner and passes on the predicted transition $t_i$ from a learner to the Parser. In this way, the feature model is completely separated from the Parser, and the currently used learner only has to learn a mapping from feature vectors to transitions, without knowing either how the features are extracted or how the transitions are to be used. Moreover, the feature extraction is performed in exactly the same way during both learning and parsing.

The feature extraction uses the feature model $\Phi$, which is defined in terms of a feature vector $(\phi_1, \ldots, \phi_p)$, where each feature $\phi_i$ is a function, defined in terms of three simpler functions: an address function $a_{\phi_i}$, which identifies a specific token in a given parser configuration, an attribute function $f_{\phi_i}$, which picks out a specific attribute of the token, and a mapping function $m_{\phi_i}$, which defines equivalence classes of attribute values.

1. For every $i, i \geq 0$, $\sigma[i]$, $\tau[i]$ and $v[i]$ are address functions identifying the $i + 1$th token from the top of the stack $\sigma$, the start of the input list $\tau$, and the top of the stack $v$, respectively. (Hence, $\sigma[0]$ is the top of the stack, $\tau[0]$ is the next input token and $v[0]$ is the top of the context stack.)

2. If $\alpha$ is an address function, then $l(\alpha)$ and $r(\alpha)$ are address functions, identifying the left and right string neighbors, respectively, of the token identified by $\alpha$.

3. If $\alpha$ is an address function, then $h(\alpha)$, $lc(\alpha)$, $rc(\alpha)$, $ls(\alpha)$ and $rs(\alpha)$ are address functions, identifying the head ($h$), the leftmost child ($lc$), the rightmost child ($rc$), the next left sibling ($ls$) and the next right sibling ($rs$), respectively, of the token identified by $\alpha$ (according to the partially built dependency graph $G$).

4. If $\alpha$ is an address function, then $f(\alpha)$ feature functions, identifying a particular attribute of the token identified by $\alpha$. The part-of-speech ($p$), word form ($w$) and dependency type ($d$) are example of attributes which can be identified (where the dependency type, if any, is given by
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the partially built dependency graph \( G \). We call \( p, w \) and \( d \) attribute functions. It is possible to extend with more attribute functions if there are more attributes available in the data.

5. If \( f(\alpha) \) is a feature function, then \( m(f(\alpha)) \) is a feature function if \( m \) is a mapping from the range of \( f \) to some new value set. For example, a mapping function can be used to restrict the value of a lexical feature to the last \( n \) characters of the word form.

Given this feature model \( \Phi(H_i, x) \), the Guide will extract a feature vector \((v_1, \ldots, v_p)\) and passes this to the learner, where \( v_j \) is the extracted value for the corresponding feature \( \phi_j \). During learning it also provides the transition \( t_i \); during parsing it instead requests \( t_i \) given the feature vector \((v_1, \ldots, v_p)\).

A learner subcomponent, finally, is responsible for inducing a classifier \( g \) from the set of training instances \( I \) by using a learner \( L \). The learned function \( g \) is an approximation of the true oracle \( o \). The set of possible transitions is discrete and finite, and therefore we can view this as a classification problem. The classifier \( g \) is used to predict a transition given a parser state during the parsing phase. In practice, a learner will normally be an interface to a standard machine learning package. A learner must meet the following requirements:

1. It must at learning time be able to induce a model that is stored so that it can be loaded when needed for parsing new data, given a set of training instances \( I \).

2. It must be able to create a model based on only the training instances; no background knowledge is allowed.

3. It must be capable at parsing time to discriminate between several possible transitions so that it returns at most one transition (disambiguation) and be robust in the sense that it always returns at least one transition (robustness), although the parser may use a default transition if the learner fails.

The first two requirements exclude learning systems that cannot store its model offline and systems that depend on background knowledge, for example, knowledge about a specific language. The third requirement ensures that the learner complies with the deterministic approach to parsing. This entails that discriminative learning algorithms are well-suited for this kind of classification task.
3.2 Implementation

The architecture described in section 3.1 has been realized in the MaltParser system, which can be applied to a labeled dependency treebank in order to induce a labeled dependency parser for the language represented by the treebank. MaltParser is freely available for research and educational purposes.\footnote{MaltParser can be downloaded from http://www.vux.se/msi/users/nivre/research/MaltParser.html.} The software is terminal-based and is controlled by an option file or by supplying it with appropriate parameters using command line flags. The latter override any settings included in the option file. MaltParser is primarily written in the programming language C with a few parts written in C++. The system can be run in two basic modes, the learning mode \textsc{learn} and the parsing mode \textsc{parse}. The following algorithm describes the main-loop of MaltParser:

\begin{verbatim}
MALT_PARSER(T = (x_1, \ldots, x_n), Z = (z_1, \ldots, z_m))
1 Initialize(Z)
2 while T not empty
3 \hspace{1em} x \leftarrow \textsc{getNextSentence}(T)
4 \hspace{1em} y \leftarrow \textsc{Parse}(x)
5 \hspace{1em} \textsc{OutputAnalysis}(x, y)
7 \hspace{1em} \textsc{Terminate}(Z)
\end{verbatim}

The algorithm above is a little bit simplified, and captures only the important aspects. MaltParser takes a text $T = (x_1, \ldots, x_n)$ and a set of settings $Z = (z_1, \ldots, z_m)$. The text $T$ must be sentence segmented, tokenized and part-of-speech tagged; when running in the \textsc{learn} mode it must also be syntactically annotated with dependency graphs. The elements of $Z$ are feature-value pairs $z_i = (f_i, v_i)$. For example, $(\textsc{learner}, \textsc{SVM})$ means that the learner or classifier type used is SVM. Note that the main-loop is the same for the \textsc{learn} and the \textsc{parse} modes.

The function \textsc{Initialize} initializes all components according to the settings $Z$. Every sentence in $T$ is read from a file into a buffer $x$ by the function \textsc{getNextSentence}. The complex data structure buffer contains a list of $n$ tokens, where each token has attributes such as word form, part-of-speech, head and dependency type. Each sentence is parsed by the function \textsc{Parse}, which assigns an analysis $y$ to the sentence $x$ by updating the head and dependency type attributes for each word in the buffer. The invocation of the function \textsc{Parse} is the same as telling the Parser component to begin parsing the sentence (and derive training instances in the \textsc{learn} mode). The analysis $y$ is output to a file together with the sentence $x$. MaltParser ends by
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calling the function TERMINATE, which deletes all data structures according to the settings Z.

Section 3.2.2 describes the two main components and their subcomponents, called the parser kernel, from the point of view of how they are implemented in the MaltParser system, but we begin with a brief overview of the IO component in section 3.2.1.

3.2.1 Input and Output

MaltParser takes an input file in the Malt-TAB format,2 where each token is represented on one line, with attribute values being separated by tabs and each sentence separated by a blank line. An example of the Malt-TAB format is shown below for the dependency graph in Figure 2.1:

```
Cykelreglerna  nn.nom  2  SUB
gäller        vb.fin  0  ROOT
också         ab     2  ADV
för           pp     2  ADV
mopedister    nn.nom  4  PR
.             mad    2  IP
```

The first two columns (word form and part-of-speech) are required both during learning and parsing. The last two columns (head and dependency type) are only required during learning. The head is an index to the implicit position of the head in the sentence. For example, the token Cykelreglerna has the index 1 and its head gäller has the index 2. The part-of-speech and dependency type are mapped to integer values and each part-of-speech and dependency type has its unique integer value. When the Parser component has processed the sentence, the analysis and the sentence are written to a file in the Malt-TAB format or the Malt-XML format. The latter is an XML version of the Malt-TAB format.

3.2.2 Parser Kernel

Figures 3.2 and 3.3 illustrate the parser kernel at parsing and learning time. The MALT_PARSER algorithm invokes the Parser component by using the function PARSE. Furthermore, we can also see the communication between the two main components Parser and Guide. In addition to the functions INITIALIZE and TERMINATE, there are three functions. The RESET function

---

2The guidelines for the Malt-TAB format can be found at this web page: http://www.vxu.se/msi/users/nivre/research/MaltXML.html. MaltParser version 0.4 also support the format of the CoNLL-X shared task, but this format will not be described in this thesis.
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Figure 3.2: The parser kernel at parsing time

Figure 3.3: The parser kernel at learning time
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is used to tell the Guide that a new sentence will be parsed and that the Guide should reset its data structures, if necessary. At parsing time, the Predict function is used to request a transition $t$ from the Guide based on the parser configuration $e$. The Guide extracts the feature values according to the feature model and then delegates the request to its learner subcomponent $L_i$, which derives the transition using a classifier $g$. At learning time, the only difference at this level of abstraction is that the Parser instead invokes the Instance function, which adds the training instance to the sequence of training instances.

3.2.3 Parser

The Parser component is invoked by the MALTParser function to parse a sentence. It has access to the buffer where all token nodes are stored with all their attributes. In addition, it needs a stack $\sigma$, a list $\tau$ and a context stack $\nu$, which contain integer values pointing to token nodes in the buffer. Before parsing the sentence $x$ it resets its data structures: $\sigma = \epsilon$, $\tau = (1, \ldots, n)$ and $\nu = \epsilon$.

Figure 3.4 shows the Parser component at parsing time when it is invoked by MALTParser function, using the function Parse$(x)$, to parse a sentence $x$. The Parser delegates the invocation to the parsing algorithm $P_i$ using the function Parse$_i(x)$, which parses the sentence according to the parsing algorithm $P_i$.

$^3$The context stack $\nu$ is only used in combination with Cowington’s algorithm.
When the parsing algorithm requests a transition it invokes the `PREDICT(c)` function. The Parser component forwards the request to the Guide component, which predicts the next transition \( t \) using the current parser configuration \( c \). If the transition \( t \) is not permissible according to the current parser configuration \( c \), instead a default transition is used. The transition \( t \) is applied using the `DoTransition(c, t)` function, which uses the transition system defined by the parsing algorithm \( P_i \). Finally, the parsing algorithm \( P_i \) returns the analysis \( y \) via the Parser component to the MaltParser function.

At learning time, the procedure is similar (see Figure 3.5). The difference is that the parsing algorithm \( P_i \) uses the `Oracle_i(c)` function to derive the correct transition \( t \) from a gold standard treebank \( T_i \) and it sends the transition \( t \) together with the parser configuration \( c \) to the Guide component by using the function `Instance(c, t)`.

We will now continue to define the functions: `Parse_i(x)`, `Oracle_i(c)`, `Permissible_i(c, t)`, `DefaultTransition_i()` and `DoTransition_i(c, t)`, for each parsing algorithm currently implemented, i.e., Nivre’s and Covington’s algorithm.

**Implementation of Nivre’s algorithm** The `Parse_i(x)` function for Nivre’s algorithm is defined in section 2.3.1 together with the two transition systems (arc-eager and arc-standard) implemented in `DoTransition_i(c, t)`. In addition, we need to define `Oracle_i(c)`, `Permissible_i(c, t)` and
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DEFAULTTRANSITIONᵣ() for the two versions. ORACLE-NIVREARCEAGER for the arc-eager version is defined by Nivre (2006):

```
ORACLE-NIVREARCEAGER(c = (σ|i, j|τ, v, h, d), hᵧ, dᵧ)
1  if hᵧ(i) = j
2      return LEFT-ARC(dᵧ(i))
3  else if hᵧ(j) = i
4      return RIGHT-ARC(dᵧ(j))
5  else if ∃k ∈ σ (hᵧ(j) = k or hᵧ(k) = j)
6      return REDUCE
7  else
8      return SHIFT
```

We need to distinguish between a head function h and a gold standard head function hᵧ. The first head function h uses the head from the partially built structure and the gold standard head function hᵧ takes the head from a treebank. The same goes for the dependency function d, where the gold standard dependency function dᵧ use the dependency type in the treebank. The returned transition is the same as the transition defined by the transition system for the arc-eager version. If there exists an arc between the token on top of the stack i and the next input token j, according to the gold standard, the correct transition is either LEFT-ARC or RIGHT-ARC. Both transitions have a correct dependency type dᵧ according to the gold standard. If there is no arc between those two nodes, the transition is either REDUCE or SHIFT. If j is linked to a token to the left of i the REDUCE transition is used, otherwise the SHIFT transition is used.

The function PERMISSIBLE-NIVREARCEAGER is used to determine if a transition t is allowed or not:

```
PERMISSIBLE-NIVREARCEAGER(c = (σ|i, j|τ, v, h, d), t)
1  if t = LEFT-ARC and d(i) ≠ r₀
2      return false
3  else if t = Reduce and d(i) = r₀
4      return false
5  else
6      return true
```

The two following functions ORACLE-NIVREARCASTANDARD and PERMISSIBLE-NIVREARCASTANDARD define the oracle and permissible functions for the arc-standard version:

© 2006 by Johan Hall. All rights reserved.
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\[ \text{ORACLE-NIVRE-ArcStandard}(c = (\sigma[i, j|\tau, v, h, d), h_g, d_g)) \]
1. if \( h_g(\sigma[i]) = \tau[j] \)
2. return LEFT-Arc\((d_g(\sigma[i]))\)
3. else if \( h_g(\tau[j]) = \sigma[i] \)
4. return RIGHT-Arc\((d_g(\tau[i]))\)
5. else
6. return SHIFT

\[ \text{PERMISSIBLE-NIVRE-ArcStandard}(c = (\sigma[i, j|\tau, v, h, d), t)) \]
1. if \( t = \text{Left-Arc} \text{ and } d(i) \neq r_0 \)
2. return false
3. else
4. return true

The default transition for both versions is the Shift transition, i.e., if the transition proposed by the guide during parsing is not permissible, then the Shift is used instead.

**Implementation of Covington’s algorithm**  The Parse\(_i\)(x) function for Covington’s algorithm is defined in section 2.3.1 together with the transition system (projective), implemented in DoTransition\(_i\)(c, t). This thesis will only describe the **Projective** graph condition, because we only use this version in the experiments. The **ORACLE-COVINGTON** function derives the correct transition in the following way:

\[ \text{ORACLE-COVINGTON}(c = (\sigma[i, j|\tau, v, h, d), h_g, d_g)) \]
1. if \( h_g(i) = j \)
2. return LEFT-Arc\((d_g(i))\)
3. else if \( h_g(j) = i \)
4. return RIGHT-Arc\((d_g(j))\)
5. else
6. return \text{REDUCE}

Covington’s oracle function only derives three transitions because the Shift transition is performed implicitly by the algorithm. The REDUCE transition is the default transition of Covington’s algorithm, since there is no Shift transition. Permissibility is checked by:

\[ \text{PERMISSIBLE-COVINGTON}(c = (\sigma[i, j|\tau, v, h, d), t)) \]
1. if \( t = \text{Left-Arc} \text{ and } d(i) \neq r_0 \)
2. return false
3. else if \( t = \text{Right-Arc} \text{ and } d(j) \neq r_0 \)
4. return false
5. else
6. return true

© 2006 by Jchan Hall. All rights reserved.
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<fspec> ::= <feat>+  
<feat> ::= <lfeat>|<nlf>  
<lfeat> ::= LEX\langle{\text{dstruc}}\rangle \langle{\text{off}}\rangle \langle{\text{suff}}\rangle  
<nlf> ::= (POS|DEP)\langle{\text{dstruc}}\rangle \langle{\text{off}}\rangle \langle{\text{suff}}\rangle  
<dstruc> ::= (STACK|INPUT|CONTEXT)  
<off> ::= <nnint>|<int>|<suff>|<int>|<nnint>  
<int> ::= (...|2|-1|0|1|2|...)  
<nnint> ::= (0|1|2|...)  

Figure 3.6: The syntax for defining a feature model in an external feature specification.

The Parser component interacts with the Guide component by using the functions \textit{INSTANCE} and \textit{PREDICT}, and the next section 3.2.4 describes how this interaction is performed from the Guide’s point of view.

3.2.4 Guide

The main task of the Guide component is to induce a transition by using a classifier during parsing (the \textit{PREDICT} function) and to provide a learner with training instances during learning (the \textit{INSTANCE} function). Moreover, the Guide is also responsible for extracting the feature values that correspond to the specified feature model.

The MaltParser system comes with a formal specification language for feature functions, which enables the user to define arbitrarily complex feature models in terms of address functions, attribute functions and mapping functions (see section 3.1.2). Each feature model is defined in a \textit{feature specification} file, which allows users to define feature models without rebuilding the system.

The feature specification uses the syntax described in Figure 3.6. Each feature is specified on a single line, consisting of at least two tab-separated columns. Below follows a description of each column:

1. The first column defines the feature type to be part-of-speech (POS), dependency (DEP) or word form (LEX), corresponding to the attribute functions \( p, d \) and \( w \) in section 3.1.4.

\[^{4}\]With the CoNLL-X shared task format it is possible to define three additional feature types: lemma (\texttt{LEMMATA}), part-of-speech of a coarse-grained tagset (\texttt{CPOS}), syntactic and/or morphological features (\texttt{FEATS}).

© 2006 by Johan Hall. All rights reserved.
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2. The second column identifies one of the main data structures in the parser configuration: STACK (corresponding to $\sigma$), INPUT (corresponding to $\tau$) or CONTEXT (corresponding to $v_i$). The third alternative, CONTEXT, is relevant only together with Covington’s algorithm in non-projective mode.

3. The third column defines a list offset $i$ which can only be positive and which identifies the $i$th token in the list/stack specified in the second column (i.e. $\sigma[i], \tau[i]$ or $v[i]$).

4. The fourth column defines a linear offset $i$, which can be positive (forward/right) or negative (backward/left) and which refers to (relative) token positions in the original input string.

5. The fifth column defines an offset $i$ in terms of the function $h$ (head), which has to be non-negative and which specifies $l$ applications of the $h$ function to the token identified through preceding offsets.

6. The sixth column defines an offset $i$ in terms of the functions $lc$ (the leftmost child) or $rc$ (the rightmost child), which can be negative ($|i|$ applications of $lc$), positive ($i$ applications of $rc$), or zero (no applications).

7. The seventh column defines an offset $i$ in terms of the functions $ls$ (the next left sibling) or $rs$ (the next right sibling), which can be negative ($|i|$ applications of $ls$), positive ($i$ applications of $rs$), or zero (no applications).

8. If the first column specifies the attribute function $w$ (LEX), the eighth column defines a mapping function which specifies a suffix of length $n$ of the word form $w$. By convention, if $n = 0$, the entire word form is included; otherwise only the $n$ last characters are included in the feature value.

Let us consider an example:

<table>
<thead>
<tr>
<th>POS</th>
<th>STACK</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS</td>
<td>INPUT</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>POS</td>
<td>INPUT</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DEP</td>
<td>STACK</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LEX</td>
<td>INPUT</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The first three feature are part-of-speech features; the first is the topmost token on the stack, $p(\sigma[0])$, and the other two are $p(\tau[0])$ and $p(\tau[1])$. The feature defined on the fourth line is the dependency type of the token located
at the top of the stack, d(σ[0]). Finally, the last feature is the word form of
the token immediately after the next input token, i.e., w(τ[1]). As syntactic
sugar, any feature definition can be truncated if all remaining integer values
are zero. The same example with this truncation:

POS STACK
POS INPUT
POS INPUT 1
DEP STACK
LEX INPUT 1

Figure 3.7 illustrates how the Guide component is used during parsing. The
Guide is initialized by the invocation of the function INITIALIZE(Z), which
loads the feature specification. The Guide delegates invocation to the learner
interface L_i, a subcomponent of the Guide, which loads the model M by
invoking the LOAD_i(Φ) function. The Parser component invokes the Guide
when it needs a prediction by invoking the function PREDICT(c), where c
is the current parser configuration. The Guide extracts the feature vector
Φ(H_1,x) = (v_1, ..., v_p) according to the feature specification by using
the function Extract(Φ, c). It stores the feature values v_1, ..., v_p in a dedi-
cated data structure F. The learner interface L_i is invoked by the function
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Figure 3.7: The Guide component at parsing time
Chapter 3. MaltParser

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{maltparser_diagram.png}
\caption{The Guide component at learning time}
\end{figure}

\textsc{Predict}_i(F)$, which iterates through the data structure $F$ in a linear fashion and formats the feature values according to the format required by the classifier. It proceeds with a call to the classifier, which predicts the transition given the model $M$ and the feature values.

During learning the Guide is initialized with a feature specification in the same way as during parsing. The Guide is invoked by the Parser component using the function $\text{Instance}(c,t)$, which makes the Guide extract the feature values in the same way as during parsing, see Figure 3.7. It delegates the invocation to the learner interface $L_i$ using the function $\text{Instance}_i(F,t)$, which makes the learner interface format the feature values and the transition in the required format for a particular learner. It proceeds by adding the feature values together with the transition to the sequence of training instances $I$.

When all the sentences in the gold standard treebank $T_i$ have been parsed using the oracle function, the system will terminate all its components. During this event, the learner subcomponent $L_i$ uses the sequence of training instances $I$ to induce a model $M$.

In the current implementation each learner $L_i$ is actually an interface to a machine learning package. The interface prepares the set of training instances, provided by the Guide, for the specific package and invokes the
appropriate functions to learn a model or predict a transition. MaltParser comes with two different learning algorithms:

- TiMBL (Tilburg Memory-Based Learner) is a software package for memory-based learning and classification (Daelemans and Van den Bosch 2005), which directly handles multi-valued symbolic features.

- LIBSVM library (Chang and Lin 2001) is a software library for SVM classification, which is able to handle multi-class classification.

Both TiMBL and LIBSVM have a wide variety of parameters, which can be tuned for a specific learning task.

**TiMBL interface** The TiMBL interface interacts with the TiMBL learner by invoking functions specified in an API (Application Programming Interface). MBL is briefly described in section 2.3.3. The idea during learning is to collect the values of different features from the training data together with the correct class according to the training data. At classification time it reuses these instances by finding similarities and in that way tries to find the most appropriate class. All TiMBL specific parameters can be used together with MaltParser, which makes it possible to optimize the model.

Using the Swedish sentence shown in Figure 2.1 as training data for Nivre’s arc-eager algorithm in section 2.3.1 with the example feature model explained in section 3.2.4, the TiMBL interface will collect the following training instances:

```
nom.vb. fin ab ROOT också LA_SUB
vb. fin ab pp ROOT för RA_ADV
ab pp nom ADV mopederster RE
vb. fin pp nn. nom ROOT . RA_ADV
pp nn. nom mad ADV #null RA_PR
nn. nom mad #null PR #null RE
pp mad #null ADV #null RE
vb. fin mad #null ROOT #null RA_IP
```

The first three items are the values of the part-of-speech features \( p(\sigma[0]) \), \( p(\tau[0]) \) and \( p(\tau[1]) \), the fourth item is the value of the dependency type feature \( d(\sigma[0]) \), and the fifth item is the value of the lexical feature \( w(\tau[1]) \). A null-value is used when there is no value, for example, if the feature \( p(\tau[1]) \) points beyond the last input token of the sentence. The last item is the transition and if it is LEFT-ARC (LA) or RIGHT-ARC (RA) the dependency type is supplied after the underscore sign. Only the transitions marked with
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\( N \) (nondeterministic) in the example in section 2.3.1 are used as training instances.

When the parser (in learning mode) has processed all the training data, the learner interface will invoke the TiMBL learner, which creates a model of all the training data. In parsing mode, the learner interface will invoke the TiMBL learner with the values of the same features. For example, if we have the same parser configuration as for the first training instance the learner interface will invoke the TiMBL classifier with `mm.nom vb.fin ab ROOT också` and hopefully the TiMBL learner will predict the parse action `LA_SUB`.

**LIBSVM interface** We will now continue with describing the LIBSVM interface. SVM learning relies on kernel functions to induce a maximum-margin hyperplane classifier at learning time, which can be used to predict the next transition at parsing time. A more detailed description of SVM can be found in section 2.3.3.

The process of collecting training instances is similar to the interface for the TiMBL learner, but all feature values and transitions are represented by a numerical value. This entails that all word types must be represented as numerical values and therefore a lexicon with all word types with their corresponding values is created before any learning takes place. In parsing mode, the lexicon is read before any parsing is done.

The LIBSVM library comes with many parameters, but only the parameters used in the experiments are explained. The experiments use the polynomial kernel \( K(x_i, x_j) = (\gamma x_i^T x_j + r)^d \), \( \gamma > 0 \), where \( d \), \( \gamma \) and \( r \) are kernel parameters. Other parameters that are varied in experiments are the penalty parameter \( C \), which defines the tradeoff between training error and the magnitude of the margin, and the termination criterion \( \epsilon \), which determines the tolerance of training errors.

In order to reduce the training time it is possible to divide the training data into smaller sets, according to a feature \( \phi_n \) in the feature model, example \( p(\tau[0]) \), and train one set of classifiers for each smaller set. Similar techniques have previously been used by Yamada and Matsumoto (2003), among others, without significant loss of accuracy. In order to avoid too small training sets, it is possible to pool together all instances that have a frequency below a certain threshold \( \ell \) into a single set. These things are done by the interface, not by the LIBSVM learner. To handle these things, the interface is equipped with three parameters, the first parameter \( S \) handles the splitting strategies:

- **No splitting** (ns): There is no division at all, the parser will create a single model.
- **Head splitting** (hs): The training instances are divided into two sets
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according to whether the topmost token of the stack has a head or not.

- **Feature splitting** (fs): The training instances are divided into smaller sets based on a splitting feature $\phi_s$, which pool together all instances that share the same feature value. The number of training sets are at most $m + 1$, where $m$ is the number of distinct feature values for the splitting feature $\phi_s$. There will also be a special training set that pools together all low frequently values.

- **Combined splitting** (cs): This strategy combines the head and feature splitting strategy and there will be at most $2(m + 1)$ data sets.

The second parameter $F$ determines which feature $\phi_s$ will be used for the splitting. The feature must be specified in the feature model and it must also be a part-of-speech or dependency type feature, i.e., splitting on lexical features is not allowed. The order in the feature model is important when this parameter used. An integer value is used to point out the feature for a particular feature type (starting from 0). There are two feature types, $P$ corresponds to POS in the feature specification language and $D = \text{DEP}$. For example, if we want to use the second feature $p(\tau[0])$ or $\text{POS \ INPUT \ 1}$ in the example feature model used above, we specify $P1$; $P$ because it is a part-of-speech feature and 1 because it is the second feature of that type (indexing starting at 0).

Finally, there is a parameter $T$ specifying the frequency threshold $t$ that determines if a certain feature value should be pooled together with other values that occur less than $t$ times in the training data.

In order to further reduce training time, we use *Light Weight Processes* or threads, to train SVM models in parallel when the training instances are divided into several sets.

This architecture and its implementation in the MaltParser system is validated with three experiments in the chapter 4. We will see if MaltParser can produce labeled dependency structures with high accuracy for several languages. We will also investigate if the system is flexible, i.e., if it is possible to vary parsing algorithm, feature model and learner without rebuilding the system. The LIBSVM interface is also explored with several experiments to investigate, for instance, the splitting strategies.
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Experiments

This chapter contains a presentation of experiments which have already been introduced in section 1.1 in relation to validation questions:

1. **Validation of the implementation**: Does MaltParser realize the underlying architecture, so that it is possible to vary parsing algorithm, feature model and learning method independently? We will investigate this by varying three parsing algorithms – Nivre’s arc-eager, Nivre’s arc-standard and Covington’s projective, two feature models – one unlexicalized and one lexicalized, and two learning methods – MBL and SVM. All these combinations will be applied to three languages – Swedish, English and Chinese.

2. **Investigation of the SVM interface**: How do the special properties of the SVM interface affect parsing accuracy and time efficiency? How can learning and parsing efficiency be improved without sacrificing accuracy? One of the disadvantages of SVM is that it takes a lot of time to train a model and also to use this model for prediction. The time efficiency degrades significantly with more training instances. MaltParser is equipped with mechanisms for dividing the training data into smaller sets and training separate classifier for each set. These experiments will explore the different strategies for dividing the data and which features should be used.

3. **Comparison of MBL and SVM**: Which of the learning methods is best suited for the task of inductive labeled dependency parsing, taking both parsing accuracy and time efficiency into account? This study compares MBL and SVM to investigate if there is any difference regarding parsing accuracy and time efficiency. The study is again based on three languages – Chinese, English, and Swedish – and on five different feature models of varying complexity, with a separate optimization of learning algorithm parameters for each combination of language and feature model.

The chapter is structured as follows. Section 4.1 presents the data sets for the three languages – Swedish, English and Chinese. Section 4.2 discusses
evaluation metrics used in the experiments. The feature models used in experiments are listed in Section 4.3. Sections 4.4–4.6 present the results for the three validation questions stated in Section 1.1 and each section is concluded with a discussion.

4.1 Data Sets

4.1.1 Swedish

Sweden was one of the pioneers in extending corpora with syntactic annotation. Talbanken in the 70s (Einarsson 1976a; Einarsson 1976b) and SynTag in the 80s (Järborg 1986) were both based on Swedish data. Unfortunately, there are no activities for creating a large-scale treebank for Swedish in a modern format. In the absence of Swedish treebanks, we have converted Talbanken into a more convenient format for parsers and treebank tools, which has resulted in three versions (Talbanken76, Talbanken03 and Talbanken05).

The original annotated corpus, which we call Talbanken76, is a manually annotated corpus of both written and spoken Swedish, created at Lund University in the 1970s. The corpus contains close to 320,000 words, and it is divided into four parts:

- “Professionell prosa” (Professional prose) consists of material taken from textbooks, newspapers and information brochures and comprises about 85,000 words.
- “Gymnasistsvenska” (Swedish by senior high school students) contains essays written by senior high school students on the topic “Familjen och äktenskapet än en gång” (Family and marriage once again) and comprises about 85,000 words.
- “Samtal och debatt” (Conversation and debate) consists of transcriptions of conversations and debates on different topics and has about 75,000 words.
- “Boråsintervjuerna” (The Borås interviews) comprises interviews with different persons on the topic of immigrants and has about 75,000 words.

The original annotation scheme of Talbanken76 follows the guidelines of the MAMBA scheme (Teleman 1974), which consists of two layers. The lexical analysis layer, comprising part-of-speech information and morphological features, and the syntactic analysis layer, consisting of grammatical functions.

The goal of the first conversion (Talbanken03) was to convert, with very high accuracy, the annotated sentences to projective dependency graphs.
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ADV    Adverbial modifier
APP    Apposition
ATT    Attribute (adnominal modifier)
CC     Coordination (conjunction or second conjunct)
DET    Determiner
ID     Non-first element of multi-word expression (idiom)
IM     Infinitival dependent on infinitive marker
INF    Infinitival complement
IP     Punctuation
OBJ    Object
PR     Complement of preposition
PRD    Predicative complement
ROOT   Dependent of special root node
SUB    Subject
UK     Head verb of subordinate clause dependent on complementizer
VC     Verb chain (nonfinite verb dependent on other verb)
XX     Unclassifiable dependent

Table 4.1: Dependency types in Swedish treebank

Only the professional prose part was included in the conversion process and also the original fine-grained classification of grammatical functions was reduced into a set of 17 dependency types, which are listed in Figure 4.1.

We have retagged the converted treebank with an HMM-based part-of-speech tagger with suffix smoothing (Hall 2003). The part-of-speech tagger was trained on the Stockholm Umeå Corpus (Ejerhed and Kållgren 1997), with a tagset containing 150 tags, and has an estimated accuracy of 95.1%. We have used a pseudo-randomized method, dividing the data into 10 sections of equal size, where sentence $i$ is allocated to section $i \mod 10$. We have used sections 1–9 for 9-fold cross-validation during development and section 0 for final evaluation. Different characteristics of data splits are presented in Table 4.2.

In the second conversion (Talbanken05), all four parts of the original corpus were converted into two phrase structure versions encoded in TIGER-XML and one dependency structure version encoded in Malt-XML (Nilsson et al. 2005; Nivre et al. 2006). The work on these conversions was parallel to the work on this thesis and therefore all presented results are obtained using Talbanken03.
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Table 4.2: The professional prose section of Talbanken is divided into 10 sections. Section 0 is saved for the final evaluation. Sections 1-9 are used for 9-fold cross validation. \#T = Number of tokens, \#S = Number of sentences, T/S = Average sentence length and \#W = Number of distinct word forms.

<table>
<thead>
<tr>
<th>Section</th>
<th>#T</th>
<th>#S</th>
<th>T/S</th>
<th>#W</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9841</td>
<td>631</td>
<td>15.60</td>
<td>3501</td>
</tr>
<tr>
<td>1-9</td>
<td>86757</td>
<td>5685</td>
<td>15.26</td>
<td>15277</td>
</tr>
<tr>
<td>Total</td>
<td>97598</td>
<td>6316</td>
<td>15.45</td>
<td>16345</td>
</tr>
</tbody>
</table>

4.1.2 English

We use the Wall Street Journal section of the Penn Treebank (Marcus et al. 1993) for the English experiments. The treebank uses the Penn Treebank II annotation scheme (Bies et al. 1995), which consists of constituency analysis and some functional annotation.

The constituent structure has been converted to dependency structure using the head percolation table of Yamada and Matsumoto (2003), which transforms the treebank into an unlabeled dependency structure. Figure 4.1 shows the head percolation table presented in Nivre (2006). Every constituent label in the Penn Treebank is listed in the first column, and for each label the search direction is presented in the second column (from the right (R) or from the left (L)). A priority list of potential head child categories is given in the third column; the vertical bar | means that the categories have the same priority. For example, if the constituent label is NP, the search starts from the right for a child with POS, NN, NNP, NNPS or NNS. If we find a child with one of these types, then this child is chosen as the head; otherwise the search proceeds with NX, etc. If the search fails to find a child with a label in the ordered list, then the rightmost child is chosen as the head because of the direction of the search.

We want to perform labeled dependency parsing and therefore we need to infer the labels for each arc in the unlabeled dependency structure. This task is not a trivial problem, but Nivre (2006) has used 11 rules based on Collins (1999) rules. We can use the original phrase labels and the parts-of-speech on the lexical level to derive an arc label r for an arc \( i \rightarrow j \) from a local constituent, where \( w_i \) is the head word \( h \) of the head child and \( w_j \) is the head word \( d \) of a non-head child. Let \( M \), \( H \) and \( D \) be the original labels on the mother node, head child and child, respectively, except that \( H \) is TAG if the head child is labeled with a part-of-speech tag. Figure 4.2 shows the
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<table>
<thead>
<tr>
<th></th>
<th>POS</th>
<th>NN</th>
<th>NNP</th>
<th>NNPS</th>
<th>NNS</th>
<th>NX</th>
<th>JJ</th>
<th>JJ</th>
<th>CD</th>
<th>JJ</th>
<th>JJS</th>
<th>RB</th>
<th>QP</th>
<th>NP</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP</td>
<td>R</td>
<td>POS</td>
<td>NN</td>
<td>NNP</td>
<td>NNPS</td>
<td>NNS</td>
<td>NX</td>
<td>JJ</td>
<td>JJ</td>
<td>CD</td>
<td>JJ</td>
<td>JJS</td>
<td>RB</td>
<td>QP</td>
</tr>
<tr>
<td>ADJP</td>
<td>R</td>
<td>NNS</td>
<td>QP</td>
<td>NN</td>
<td>$</td>
<td>ADVP</td>
<td>JJ</td>
<td>VBN</td>
<td>VBG</td>
<td>ADJP</td>
<td>JJR</td>
<td>NP</td>
<td>JJS</td>
<td>DT</td>
</tr>
<tr>
<td>ADVP</td>
<td>L</td>
<td>RB</td>
<td>RBR</td>
<td>RBS</td>
<td>FW</td>
<td>ADVP</td>
<td>TO</td>
<td>CD</td>
<td>JJR</td>
<td>JJ</td>
<td>IN</td>
<td>NP</td>
<td>JJS</td>
<td>NN</td>
</tr>
<tr>
<td>CONJP</td>
<td>L</td>
<td>CC</td>
<td>RB</td>
<td>IN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FRAG</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INTJ</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LST</td>
<td>L</td>
<td>LS :</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAC</td>
<td>R</td>
<td>NN</td>
<td>NNS</td>
<td>NNP</td>
<td>NNPS</td>
<td>NP</td>
<td>NAC</td>
<td>EX</td>
<td>$</td>
<td>CD</td>
<td>QP</td>
<td>PRP</td>
<td>VBG</td>
<td>JJ</td>
</tr>
<tr>
<td>PP</td>
<td>L</td>
<td>IN</td>
<td>TO</td>
<td>VBG</td>
<td>VBN</td>
<td>RP</td>
<td>FW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRN</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRT</td>
<td>L</td>
<td>RP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QP</td>
<td>R</td>
<td>$</td>
<td>IN</td>
<td>NNS</td>
<td>NN</td>
<td>JJ</td>
<td>RB</td>
<td>DT</td>
<td>CD</td>
<td>NCD</td>
<td>QP</td>
<td>JJR</td>
<td>JJS</td>
<td></td>
</tr>
<tr>
<td>RRC</td>
<td>L</td>
<td>VP</td>
<td>NP</td>
<td>ADVP</td>
<td>ADJP</td>
<td>PP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>R</td>
<td>TO</td>
<td>IN</td>
<td>VP</td>
<td>S</td>
<td>SBAR</td>
<td>ADJP</td>
<td>UCP</td>
<td>NP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBAR</td>
<td>R</td>
<td>WHNP</td>
<td>WHPP</td>
<td>WHADVP</td>
<td>WHADJP</td>
<td>IN</td>
<td>DT</td>
<td>S</td>
<td>SQ</td>
<td>SINV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBARQ</td>
<td>R</td>
<td>SQ</td>
<td>S</td>
<td>SINV</td>
<td>SBARQ</td>
<td>FRAG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SINV</td>
<td>R</td>
<td>VBD</td>
<td>VBD</td>
<td>VBP</td>
<td>VB</td>
<td>MD</td>
<td>VP</td>
<td>S</td>
<td>SINV</td>
<td>ADJP</td>
<td>NP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SQ</td>
<td>R</td>
<td>VBD</td>
<td>VBD</td>
<td>VBP</td>
<td>VB</td>
<td>MD</td>
<td>VP</td>
<td>SQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCP</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VP</td>
<td>L</td>
<td>VBD</td>
<td>VBN</td>
<td>MD</td>
<td>VBD</td>
<td>VB</td>
<td>VBG</td>
<td>VBP</td>
<td>VP</td>
<td>ADJP</td>
<td>NN</td>
<td>NNS</td>
<td>NP</td>
<td></td>
</tr>
<tr>
<td>WHADJP</td>
<td>R</td>
<td>CC</td>
<td>WRB</td>
<td>JJ</td>
<td>ADJP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WHADVP</td>
<td>L</td>
<td>CC</td>
<td>WRB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WHNP</td>
<td>R</td>
<td>WDT</td>
<td>WP</td>
<td>WP$</td>
<td>WHADJP</td>
<td>WHPP</td>
<td>WHNP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WHPP</td>
<td>L</td>
<td>IN</td>
<td>TO</td>
<td>FW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NX</td>
<td>R</td>
<td>POS</td>
<td>NN</td>
<td>NNP</td>
<td>NNPS</td>
<td>NNS</td>
<td>NX</td>
<td>JJR</td>
<td>CD</td>
<td>JJ</td>
<td>JJS</td>
<td>RB</td>
<td>QP</td>
<td>NP</td>
</tr>
<tr>
<td>X</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.1: Head percolation table for the Penn Treebank
setup of the local constituent for deriving the arc label $r$, where $H$ and $D$ are recursively connected to the words $h$ and $d$. Nivre (2006) has formulated a set of rules for choosing the arc label $r$, $i \xrightarrow{r} j$. In order of descending priority, the rules are as follows:

1. If $D$ is a punctuation category, $r = P$.
2. If $D$ contains the function tag SBJ, $r = SBJ$.
3. If $D$ contains the function tag PRD, $r = PRD$.
4. If $M = VP$, $H = TAG$ and $D = NP$ (without any function tag), $r = OBJ$.
5. If $M = VP$, $H = TAG$ and $D = VP$, $r = VC$.
6. If $M = SBAR$ and $D = S$, $r = SBAR$.
7. If $M = VP$, $S$, SQ, SINV or SBAR, $r = VMOD$.
8. If $M = NP$, NAC, NX or WHNP, $r = NMOD$.
9. If $M = ADJP$, ADVP, QP, WHADJP or WHADVP, $r = AMOD$.
10. If $M = PP$ or WHPP, $r = PMOD$.
11. Otherwise, $r = DEP$.

For example, if there is a local constituent with a mother node $M = VP$, which has a child $D = NP$ without any function tag and a head child $H$ with an arbitrary part-of-speech tag (TAG), then we can derive an arc label $r = OBJ$ for the arc $i \xrightarrow{r} j$. The set of dependency types $R$ is listed in Figure 4.3, which also includes the special root label $r_0 = ROOT$.

Table 4.4 shows the characteristics for the different splits of data. Sections 2–21 are used for training, section 0 for development testing and section 23 for final evaluation. Sections 0 and 23 are part-of-speech tagged using the same part-of-speech tagger as for Swedish, but trained on section 2–21, and has an estimated accuracy of 96.6% for English.
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AMOD  Modifier of adjective or adverb (phrase adverbial)
DEP   Other dependent (default label)
NMOD  Modifier of noun (including complement)
OBJ   Object
P     Punctuation
PMOD  Modifier of preposition (including complement)
PRD   Predicative complement
ROOT  Dependent of special root node
SBAR  Head verb of subordinate clause dependent on complementizer
SUB   Subject
VC    Verb chain (nonfinite verb dependent on other verb)
VMOD  Modifier of verb (sentence or verb phrase adverbial)

Table 4.3: Inferred dependency types for Penn Treebank both for English and Chinese

<table>
<thead>
<tr>
<th>Section</th>
<th>#T</th>
<th>#S</th>
<th>T/S</th>
<th>#W</th>
</tr>
</thead>
<tbody>
<tr>
<td>training (2-21)</td>
<td>950028</td>
<td>39832</td>
<td>23.85</td>
<td>44389</td>
</tr>
<tr>
<td>devtest (0)</td>
<td>46451</td>
<td>1921</td>
<td>24.18</td>
<td>7903</td>
</tr>
<tr>
<td>etest (23)</td>
<td>56684</td>
<td>2416</td>
<td>23.46</td>
<td>8421</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1053163</strong></td>
<td><strong>44169</strong></td>
<td><strong>23.84</strong></td>
<td><strong>46759</strong></td>
</tr>
</tbody>
</table>

Table 4.4: The Wall Street Journal section of the Penn Treebank is divided into three parts (training, devtest and etest). #T = Number of tokens, #S = Number of sentences, T/S = Average sentence length and #W = Number of distinct word forms.
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4.1.3 Chinese

The Chinese data are taken from the Penn Chinese Treebank (CTB), version 5.1 (Xue et al. 2002; Xue et al. 2004), and the texts are mostly from Xinhua newswire, Sinorama news magazine and Hong Kong News. The annotation of CTB is based on a combination of constituent structure and grammatical functions such as subject, object, etc.

CTB has been converted into dependency structure in the same way as the data for English, with a head percolation table created by a native speaker for the purpose of machine translation. Table 4.5 shows the head percolation table used for transforming CTB into dependency structure. The format is slightly different from the one used for English. The first column specifies all the constituent labels in the CTB. For each label there are ordered lists of potential head child categories, separated by semi-colons. The lists are shown in the second column and each list begins with a direction of search (from the right to left (r) or from the left to right (l)) and continues with potential head child categories. If the search cannot find a head in the lists, the third column is used to determine if the rightmost child (r) or leftmost child (l) should be used as a head. For example, for the constituent label ADJP, we start searching from the right for a child of type ADJP or JJ. The first child matching this condition is chosen as the head. If there is no match, we continue with the next list. If a child of type AD, NN or CS cannot be found, we use the rightmost child as the head.

The arc labels are derived in the same way as for English, except that another set of rules is used. We also use the same set of dependency types $R$ listed in Figure 4.3. In order of descending priority, the Chinese labeling rules are as follows:

1. If $D$ is a punctuation category, $r = P$.
2. If $D$ contains the function tag SBJ, $r = SBJ$.
3. If $D$ contains the function tag PRD, $r = PRD$.
4. If $M = VP$, $H = TAG$ and $D = NP-OBJ$, $r = OBJ$.
5. If $M = VP$, $H = TAG$ and $D = VP$, $r = VC$.
6. If $M = VCD$, VCP, VRD or VSB, $r = VC$.
7. If $M = VNV$ or VPT, $H = TAG$, $r = VC$.
8. If $M = CP$ and $D = IP$, $r = SBAR$.
9. If $M = VP$, IP, SQ, SINV or CPQ, $r = VMOD$.
10. If $M = NP$, NAC, NX or WHNP, $r = NMOD$.
11. If $M = ADJP$, ADVP, QP, WHADJP or WHADVP, $r = AMOD$.
12. If $M = PP$ or WHPP, $r = PMOD$.
4.1. Data Sets

<table>
<thead>
<tr>
<th>Tag</th>
<th>Description</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADJP</td>
<td>r ADJP JJ; r AD NN CS</td>
<td>r</td>
</tr>
<tr>
<td>ADVP</td>
<td>r ADVP AD</td>
<td>r</td>
</tr>
<tr>
<td>CLP</td>
<td>r CLP M</td>
<td>r</td>
</tr>
<tr>
<td>CP</td>
<td>r DEC SP; l ADVP CS; r CP IP</td>
<td>r</td>
</tr>
<tr>
<td>DNP</td>
<td>r DNP DEG; r DEC</td>
<td>r</td>
</tr>
<tr>
<td>DP</td>
<td>l DP DT</td>
<td>l</td>
</tr>
<tr>
<td>DVP</td>
<td>r DVP DEV</td>
<td>r</td>
</tr>
<tr>
<td>FRAG</td>
<td>r VV NR NN</td>
<td>r</td>
</tr>
<tr>
<td>INTJ</td>
<td>r INTJ IJ</td>
<td>r</td>
</tr>
<tr>
<td>IP</td>
<td>r IP VP; r VV</td>
<td>r</td>
</tr>
<tr>
<td>LCP</td>
<td>r LCP LC</td>
<td>r</td>
</tr>
<tr>
<td>LST</td>
<td>l LST CD OD</td>
<td>l</td>
</tr>
<tr>
<td>NP</td>
<td>r NP NN NT NR QP</td>
<td>r</td>
</tr>
<tr>
<td>PP</td>
<td>l PP P</td>
<td>l</td>
</tr>
<tr>
<td>PRN</td>
<td>r NP IP VP NT NR NN</td>
<td>r</td>
</tr>
<tr>
<td>QP</td>
<td>r QP CLP CD OD</td>
<td>r</td>
</tr>
<tr>
<td>UCP</td>
<td>r VCD VV VA VC VE</td>
<td>r</td>
</tr>
<tr>
<td>VCD</td>
<td>r VCD VV VA VC VE</td>
<td>r</td>
</tr>
<tr>
<td>VCP</td>
<td>r VCP VV VA VC VE</td>
<td>r</td>
</tr>
<tr>
<td>VNV</td>
<td>r VNV VV VA VC VE</td>
<td>r</td>
</tr>
<tr>
<td>VP</td>
<td>l VP VA VC VE VV BA LB VCD VSB VRD VNV VCP</td>
<td>l</td>
</tr>
<tr>
<td>VPT</td>
<td>r VNV VV VA VC VE</td>
<td>r</td>
</tr>
<tr>
<td>VRD</td>
<td>r VRD VV VA VC VE</td>
<td>r</td>
</tr>
<tr>
<td>VSB</td>
<td>r VSB VV VA VC VE</td>
<td>r</td>
</tr>
<tr>
<td>WHNP</td>
<td>r WHNP NP NN NT NR QP</td>
<td>r</td>
</tr>
<tr>
<td>WHPP</td>
<td>l WHPP PP P</td>
<td>l</td>
</tr>
</tbody>
</table>

Table 4.5: Head percolation table for the Penn Chinese Treebank

Table 4.6: **The Penn Chinese Treebank** is divided into three parts (training, devtest and etest). $#T =$ Number of tokens, $#S =$ Number of sentences, $T/S =$ Average sentence length and $#W =$ Number of distinct word forms.

<table>
<thead>
<tr>
<th>Section</th>
<th>#T</th>
<th>#S</th>
<th>T/S</th>
<th>#W</th>
</tr>
</thead>
<tbody>
<tr>
<td>training (1-8)</td>
<td>408740</td>
<td>15044</td>
<td>27.17</td>
<td>33556</td>
</tr>
<tr>
<td>devtest (9)</td>
<td>50243</td>
<td>1880</td>
<td>26.73</td>
<td>10404</td>
</tr>
<tr>
<td>etest (0)</td>
<td>49781</td>
<td>1880</td>
<td>26.48</td>
<td>10301</td>
</tr>
</tbody>
</table>

**Total**     | **508764** | **18804** | **27.06** | **37449** |

© 2006 by Jchan Hall. All rights reserved.
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13. Otherwise, $r = \text{DEP}$.

One often underestimated parameter in the evaluation of parsing accuracy is the division of data into training, development and evaluation set. Levy and Manning (2003) report differences of up to 10\% points in parsing accuracy for different splits of CTB 2.0. All files in CTB 5.1 were merged into a large data set by concatenating the files in lexical order. We have used the same kind of pseudo-randomized data split as for Swedish, and the treebank is divided into three sections (training, devtest and test). Characteristics are presented in table 4.6. The section test is saved for the final evaluation; training is used for training the parser with section devtest used for tuning the settings and parameters.

Written Chinese does not have a natural delimiter between words, which means that the text needs a more complex automatic word-segmenter, compared to, for instance, English. Part-of-speech tagging is also harder than for standard European languages. Therefore, most parsing results for Chinese reported in the literature are based on gold standard segmentation and tagging. This is true also for the results presented in this thesis.

4.2 Evaluation Metrics

In Section 2.1 we defined four requirements: robustness, disambiguation, accuracy and efficiency. The first two requirements are built into the system, since the parser will always produce exactly one analysis. The data structures are limited to handling only one analysis and in the worst case scenario, the parser will create a graph that has all tokens attached to the special root node. In practice it is impossible to fulfil the accuracy requirement. Instead we will use this to evaluate the system. It is interesting to see how often the parser parses a sentence completely correctly (exact match), but this measure is quite hard. It is therefore common to measure the accuracy based on how often a token is correctly parsed (attachment score). We will use four accuracy metrics defined as follows:

1. Unlabeled attachment score (AS$_U$) is the proportion of tokens that are assigned the correct head (regardless of dependency type).

2. Labeled attachment score (AS$_L$) is the proportion of tokens that are assigned the correct head and the correct dependency type.

3. Unlabeled exact match (EM$_U$) is the proportion of sentences that are assigned a completely correct dependency graph without considering dependency type labels.
4.2. Evaluation Metrics

Table 4.7: Five feature models used in the experiments

<table>
<thead>
<tr>
<th>Feature</th>
<th>$\Phi_1$</th>
<th>$\Phi_2$</th>
<th>$\Phi_3$</th>
<th>$\Phi_4$</th>
<th>$\Phi_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(\sigma_0)$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$p(\tau_0)$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$p(\tau_1)$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$p(\tau_2)$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$p(\tau_3)$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$p(\sigma_1)$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$d(\sigma_0)$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$d(lc(\sigma_0))$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$d(rc(\sigma_0))$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$d(lc(\tau_0))$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$w(\sigma_0)$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$w(\tau_0)$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$w(\tau_1)$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$w(h(\sigma_0))$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

4. Labeled exact match (EM$_L$) is the proportion of sentences that are assigned a completely correct dependency graph, which also takes dependency type labels into account.

Another common procedure is that attachment scores are presented as mean scores per token, and punctuation tokens are excluded from all counts. For the third experiment in section 4.6 we have performed a McNemar test of significance at $\alpha = 0.01$.

The last requirement efficiency is fulfilled as far as the parsing algorithms concerned; all algorithms used have a polynomial complexity of at most degree 2. The complexity does not say anything about the classification task, which is considered as a constant factor. Therefore we will for some experiments measure the time it takes to learn a model or parse unseen data:

1. Learning time (LT) is the time it takes to train a model on hardware system $H$ given a training sample $T_i$, parsing algorithm $P_i$, feature model $\Phi_i$, learner $L_i$ and learner parameter settings $L_p$.

2. Parsing time (PT) is the time it takes to parse an evaluation sample $T_e$ on hardware system $H$ using parsing algorithm $P_i$, feature model $\Phi_i$, learner $L_i$ and learner parameter settings $L_p$.

All experiments are performed on an AMD 64-bit processor running Linux.
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Table 4.8: The baseline parsing accuracy

<table>
<thead>
<tr>
<th>Language</th>
<th>Left</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\operatorname{AS}_U)</td>
<td>(\operatorname{AS}_L)</td>
</tr>
<tr>
<td>Swedish</td>
<td>21.5</td>
<td>3.4</td>
</tr>
<tr>
<td>English</td>
<td>29.3</td>
<td>19.8</td>
</tr>
<tr>
<td>Chinese</td>
<td>38.3</td>
<td>17.4</td>
</tr>
</tbody>
</table>

4.3 Feature Models

Table 4.7 describes the five feature models \(\Phi_1-\Phi_5\) used in the experiments, with features specified in column 1 using the functional notation defined in Section 3.1.2. Thus, \(p(\sigma_0)\) refers to the part-of-speech of the top token, while \(d(lc(\tau_0))\) picks out the dependency type of the leftmost child of the next token. It is worth noting that models \(\Phi_1-\Phi_2\) are unlexicalized, since they do not contain any features of the form \(u(a)\), while models \(\Phi_3-\Phi_5\) are all lexicalized to different degrees. Nivre (2006) has performed extensive feature selection experiments for MBL and with data from Swedish and English, and the best feature model in these experiments was the feature model \(\Phi_5\). These features have also been used in several experiments before and have given reasonable accuracy for several languages (Nivre and Hall 2005).

4.4 Experiment I: Validation

The implementation of the MaltParser system, described in section 3.2, has to be validated in some way. The system should produce well-formed dependency graphs with fairly high accuracy, but how do we define success for this task? One way of defining success is to compare the results with a baseline. We could use a randomized transition sequence as baseline and then measure the accuracy, but a randomized baseline would probably perform very badly. We will therefore use a baseline that uses left or right branching, i.e., that links each node to its successor or predecessor in the input string. Table 4.8 shows the accuracy for this baseline for the three languages both with left and right branching.

Another way to validate the performance of the system is to check whether the output complies with the conditions of well-formedness. For example, all sentences in the output should be assigned projective dependency graphs.

Flexibility is another requirement on the implementation. It should be possible to vary learning method, feature model and parsing algorithm inde-
pendently of each other without rebuilding the system.

4.4.1 Experimental Setup

This experiment checks whether the MaltParser system meets the requirements of the architecture and whether it is possible to vary the learning method, the feature model and the parsing algorithm independently. We use the following setup:

- Data from three different languages – Chinese, English, and Swedish
- Two learning methods – MBL and SVM
- Two feature models – $\Phi_2$ and $\Phi_5$ (see table 4.7)
- Three parsing algorithms – Nivre’s arc-eager, Nivre’s arc-standard and Covington’s projective

The parameter settings for both learners are kept constant for all runs in this experiment. We use the same settings for the TiMLBL learner that Nivre (2006) used in the final evaluation for Swedish, where the number of nearest neighbors is set to $k = 5$ and the Modified Value Difference Metric (MVDM) is used to compute distances between feature values. Inverse distance-weighted class voting (ID) is used to determine the majority class. MVDM is used down to $l = 3$; below that threshold the simple Overlap metric is used.

The parameter settings of the LIBSVM learner are also kept constant throughout all experiments. We use a polynomial kernel of degree 2 with the kernel parameters $\gamma = 0.2$ and $\tau = 0$. The default settings are used for the penalty parameter $C = 1$. The termination criterion $e$ is assigned the highest possible value 1, which usually decreases the learning time dramatically compared to the default setting 0.001. The training instances for the SVM learner are divided based on the feature $p(\tau_0)$.

The experiments for Swedish are conducted using nine-fold cross-validation and for Chinese and English the development test set is used.\(^1\)

4.4.2 Results and Discussion

Table 4.9 shows the parsing accuracy for all runs in this experiment. Only the attachment scores (both unlabeled and labeled) are presented in the table, because we are mainly interested in validating that the implementation meets the requirements of the architecture.

If we compare the baseline with the results in table 4.9, we can see that the attachment scores are significantly better for all feature models and all

\(^1\)The final evaluation sets and significance tests are saved for the experiment described in Section 4.6.
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Table 4.9: Parsing accuracy for three parsing algorithms, two feature models (FM), two learning methods (LM). The accuracy is measured by the attachment score (AS) metrics; U: unlabeled, L: labeled.

<table>
<thead>
<tr>
<th>FM</th>
<th>Algorithm</th>
<th>LM</th>
<th>Swedish</th>
<th></th>
<th>English</th>
<th></th>
<th>Chinese</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AS</td>
<td>AS_L</td>
<td>AS_U</td>
<td>AS</td>
<td>AS_L</td>
<td>AS_U</td>
<td>AS_L</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arc eager</td>
<td>MBL</td>
<td>81.9</td>
<td>74.8</td>
<td>81.5</td>
<td>78.5</td>
<td>72.9</td>
<td>70.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td>82.3</td>
<td>75.5</td>
<td>81.7</td>
<td>78.7</td>
<td>73.2</td>
<td>70.9</td>
</tr>
<tr>
<td></td>
<td>Arc standard</td>
<td>MBL</td>
<td>77.9</td>
<td>70.5</td>
<td>79.6</td>
<td>76.7</td>
<td>73.3</td>
<td>71.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td>77.8</td>
<td>70.9</td>
<td>79.6</td>
<td>76.7</td>
<td>73.6</td>
<td>71.4</td>
</tr>
<tr>
<td></td>
<td>Covington</td>
<td>MBL</td>
<td>80.5</td>
<td>73.5</td>
<td>80.9</td>
<td>78.0</td>
<td>73.0</td>
<td>70.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td>80.8</td>
<td>74.3</td>
<td>81.2</td>
<td>78.4</td>
<td>73.3</td>
<td>71.0</td>
</tr>
<tr>
<td></td>
<td>Arc eager</td>
<td>MBL</td>
<td>85.8</td>
<td>81.5</td>
<td>87.6</td>
<td>85.8</td>
<td>80.4</td>
<td>78.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td>86.4</td>
<td>82.6</td>
<td>88.9</td>
<td>87.4</td>
<td>83.9</td>
<td>82.4</td>
</tr>
<tr>
<td></td>
<td>Arc standard</td>
<td>MBL</td>
<td>83.2</td>
<td>78.7</td>
<td>87.5</td>
<td>85.7</td>
<td>81.6</td>
<td>79.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td>84.6</td>
<td>80.5</td>
<td>88.6</td>
<td>87.1</td>
<td>84.2</td>
<td>82.7</td>
</tr>
<tr>
<td></td>
<td>Covington</td>
<td>MBL</td>
<td>83.9</td>
<td>79.7</td>
<td>86.6</td>
<td>84.8</td>
<td>79.9</td>
<td>78.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td>85.0</td>
<td>81.5</td>
<td>88.7</td>
<td>87.3</td>
<td>83.9</td>
<td>82.4</td>
</tr>
</tbody>
</table>

The languages. This baseline reflects the fact that dependency parsing is a fairly hard task for a computer. We have also checked if the well-formedness conditions are met. The parser output for all combinations is well-formed, i.e., every graph has a root, every graph is weakly connected, each node in the graph has at most one head, every graph is acyclic and projective. With this baseline and these well-formedness conditions we can conclude that we have succeeded to build a parser that produces well-formed dependency graphs with fairly high accuracy.

The experiment should also validate that it is possible to vary parsing algorithm, feature model and learning method without rebuilding the system. The experiment was performed by using an option file with all necessary options and these options were overridden by the command line flags and in that way the parser was controlled for all the runs without rebuilding it.

The results are interesting in themselves and the best accuracy for each feature model and for each language is in boldface. The lexicalized model \( \Phi_5 \) outperforms the non-lexicalized model \( \Phi_2 \) in all cases, and this is not surprising because the model \( \Phi_5 \) uses more information to predict the next parser action. We will get back to the comparison of the two learning methods MBL and SVM in section 4.6, where we compare the methods in more detail, but the results presented in table 4.9 indicates that SVM performs better
than MBL at least for the lexicalized model $\Phi_5$. The highest scores are achieved by using Nivre's arc-eager algorithm for Swedish and English, but for Chinese it is the arc-standard version that performs best.

If we look at the results language by language, the Swedish results have an obvious winner with the setup of SVM and Nivre's arc-eager algorithm with a highest score of 86.4% unlabeled and 82.6% labeled. Nivre's arc-standard algorithm performs several percentage points lower than the arc-eager for Swedish, but the results for Chinese are the opposite. For Chinese the best scores are performed using the arc-standard version with $AS_U = 84.2\%$ and $AS_L = 82.7\%$. One explanation could be that the Chinese language has properties that are hard to capture using Nivre's arc-eager algorithm. Maybe a more careful feature selection could eliminate this difference, but this has to be investigated in more detail and is beyond this thesis. The results for English indicate that Nivre's arc-eager algorithm achieves the highest scores at 88.9\% unlabeled and 87.4\% labeled. Another interesting observation is that the projective version of Covington's algorithm decreases the gap to the respective winner for each language by using the SVM learner.

### 4.5 Experiment II: LIBSVM Interface

Another interesting aspect to evaluate is the MaltParser specific settings for the SVM learner. It is possible to reduce the learning and parsing time for the SVM learner by dividing the training instances into smaller sets based on some feature $\phi$ and/or on whether the top token has a head and train these sets separately (see section 2.3.3). A frequency threshold can be used for avoiding too small training sets, by pooling together all sets below a certain threshold $t$ into a single set.

#### 4.5.1 Experimental Setup

The investigation of the MaltParser specific SVM settings consists of three experiments. First, we will examine the four splitting strategies described in the Section 3.1.2: no splitting (ns), head splitting (hs), feature splitting (fs) and combined splitting (cs).

The second experiment will compare two features used for splitting the training instances. The two features are the part-of-speech of the token on top of the stack ($p(\sigma_0)$) and of the next input token ($p(\tau_0)$). We will finish up this section by experimenting with the frequency threshold $t$ that determines

---

2We do not mean the LIBSVM parameters, which are interesting in themselves and will be explored more in detail in section 4.6.
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Table 4.10: Parsing accuracy for the four splitting strategies (S) used by the SVM implementation of MaltParser; two feature models (FM); two versions of Nivre’s parsing algorithms (PA), where arc-eager is denoted NE and arc-
standard NS. The accuracy is measured by the attachment score (AS) metrics;
U: unlabeled, L: labeled.

<table>
<thead>
<tr>
<th>FM</th>
<th>PA</th>
<th>S</th>
<th>Swedish AS_U</th>
<th>Swedish AS_L</th>
<th>English AS_U</th>
<th>English AS_L</th>
<th>Chinese AS_U</th>
<th>Chinese AS_L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NE</td>
<td>ns</td>
<td>82.1</td>
<td>75.3</td>
<td>81.4</td>
<td>78.4</td>
<td>73.1</td>
<td>70.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hs</td>
<td>82.0</td>
<td>75.1</td>
<td>81.3</td>
<td>78.2</td>
<td>73.0</td>
<td>70.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fs</td>
<td><strong>82.3</strong></td>
<td><strong>75.5</strong></td>
<td><strong>81.7</strong></td>
<td><strong>78.7</strong></td>
<td>73.2</td>
<td>70.9</td>
</tr>
<tr>
<td></td>
<td>CS</td>
<td></td>
<td>81.9</td>
<td>75.1</td>
<td>81.6</td>
<td>78.7</td>
<td>73.0</td>
<td>70.8</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>ns</td>
<td>79.0</td>
<td>71.9</td>
<td>79.7</td>
<td>76.7</td>
<td>73.5</td>
<td>71.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fs</td>
<td>77.8</td>
<td>70.9</td>
<td>79.6</td>
<td>76.7</td>
<td><strong>73.6</strong></td>
<td><strong>71.4</strong></td>
</tr>
</tbody>
</table>

Φ_2

<table>
<thead>
<tr>
<th>FM</th>
<th>PA</th>
<th>S</th>
<th>Swedish AS_U</th>
<th>Swedish AS_L</th>
<th>English AS_U</th>
<th>English AS_L</th>
<th>Chinese AS_U</th>
<th>Chinese AS_L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NE</td>
<td>ns</td>
<td><strong>86.8</strong></td>
<td><strong>83.1</strong></td>
<td><strong>89.2</strong></td>
<td><strong>87.7</strong></td>
<td>83.8</td>
<td>82.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hs</td>
<td>86.4</td>
<td>82.3</td>
<td>89.1</td>
<td>87.5</td>
<td>83.7</td>
<td>82.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fs</td>
<td>86.4</td>
<td>82.6</td>
<td>88.9</td>
<td>87.4</td>
<td>83.9</td>
<td>82.4</td>
</tr>
<tr>
<td></td>
<td>CS</td>
<td></td>
<td>86.1</td>
<td>82.2</td>
<td>88.8</td>
<td>87.3</td>
<td>83.6</td>
<td>82.1</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>ns</td>
<td>85.6</td>
<td>81.6</td>
<td>88.6</td>
<td>87.1</td>
<td><strong>84.8</strong></td>
<td><strong>83.2</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>fs</td>
<td>84.6</td>
<td>80.5</td>
<td>88.6</td>
<td>87.1</td>
<td>84.5</td>
<td>83.0</td>
</tr>
</tbody>
</table>

If a certain feature value should be pooled together with others that are below
the threshold t.

All three experiments are performed in combination with two feature
models (Φ_2 and Φ_5) and two parsing algorithms (Nivre’s arc-eager and Nivre’s
arc-standard).

4.5.2 Results and Discussion

The attachment scores for the first of the three experiments are presented in
Table 4.10, which shows the scores for two feature models, Φ_2 and Φ_5, and
four splitting strategies for the arc-eager algorithm and two strategies for the
arc-standard algorithm. For the latter it is not possible to divide the data
based on whether the top of the stack has a head or not. Although the gap
between the strategies is not that big, the results indicate that the feature
splitting strategy (fs) performs best for the unlexicalized model Φ_2, whereas
no splitting is better for the more complex and lexicalized model Φ_5.

The top token of the stack will never have a head when using Nivre’s arc-standard
algorithm (see section 2.3.1)
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Table 4.11: Learning and parsing time for the four splitting strategies (S) used by the SVM implementation of MaltParser; two feature models (FM); two versions of Nivre’s parsing algorithms (PA), where arc-eager is denoted NE and arc-standard NS; LT: learning time, PT: parsing time

<table>
<thead>
<tr>
<th>FM</th>
<th>PA</th>
<th>S</th>
<th>Swedish</th>
<th>English</th>
<th>Chinese</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>LT</td>
<td>PT</td>
<td>LT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NE</td>
<td>ns</td>
<td>12 min</td>
<td>3 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>hs</td>
<td>10 min</td>
<td>2 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>fs</td>
<td>48 s</td>
<td>12 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>cs</td>
<td>41 s</td>
<td>9 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NS</td>
<td>ns</td>
<td>18 min</td>
<td>4 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>fs</td>
<td>2 min</td>
<td>22 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NE</td>
<td>ns</td>
<td>42 min</td>
<td>5 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>hs</td>
<td>30 min</td>
<td>3 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>fs</td>
<td>2 min</td>
<td>22 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>cs</td>
<td>1 min</td>
<td>14 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NS</td>
<td>ns</td>
<td>1 h</td>
<td>5 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>fs</td>
<td>3 min</td>
<td>28 s</td>
</tr>
</tbody>
</table>

A second observation is that the gap between fs and ns is more prominent for Swedish (0.4%) than for the other two languages for the Φ₂ model. Probably this can be explained by the fact that there are less data for Swedish. The arc-standard algorithm continues to give the best results for the Chinese data (ASₜ = 84.8%), but if we turn our attention to the arc-eager version and the Φ₅ model we can see an unexpected result in that fs is better than ns, although the difference is very small.

Table 4.11 shows the learning and parsing times for the same experiment. The most efficient strategy is when the parser combines the two splitting strategies hs and fs into cs, and this is not surprising because it gives the smallest datasets. There is one exception for the learning time for English but the gap is only 7 minutes. One of the big advantages of dividing the data according to the feature values is that it reduces both learning and parsing times by a factor of 15 for English and Swedish and approximately by a factor of 6 for Chinese.

This experiment shows that splitting the training instances into different sets and training on these separately reduces the learning and parsing time significantly without losing very much in parsing accuracy.

Table 4.12 presents the results for the second experiment, which investi-
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Table 4.12: Parsing accuracy for the two features used for splitting the training instances; two feature models (FM); two versions of Nivre’s parsing algorithms (PA), where arc-eager is denoted NE and arc-standard NS. The accuracy is measured by the attachment score (AS) metrics; U: unlabeled, L: labeled.

<table>
<thead>
<tr>
<th>FM</th>
<th>PA</th>
<th>PoS</th>
<th>Swedish</th>
<th>English</th>
<th>Chinese</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>AS(U)</td>
<td>AS(L)</td>
<td>AS(U)</td>
</tr>
<tr>
<td>(\Phi_2)</td>
<td>NE</td>
<td>(p(\sigma_0))</td>
<td>82.0</td>
<td>75.1</td>
<td>81.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p(\tau_0))</td>
<td>82.3</td>
<td>75.5</td>
<td>81.7</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>(p(\sigma_0))</td>
<td>77.3</td>
<td>70.4</td>
<td>79.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p(\tau_0))</td>
<td>77.8</td>
<td>70.9</td>
<td>79.6</td>
</tr>
<tr>
<td>(\Phi_5)</td>
<td>NE</td>
<td>(p(\sigma_0))</td>
<td>86.0</td>
<td>82.1</td>
<td>88.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p(\tau_0))</td>
<td>86.4</td>
<td>82.6</td>
<td>88.9</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>(p(\sigma_0))</td>
<td>84.6</td>
<td>80.6</td>
<td>88.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p(\tau_0))</td>
<td>84.6</td>
<td>80.5</td>
<td>88.6</td>
</tr>
</tbody>
</table>

gates the two splitting features \(p(\sigma_0)\) and \(p(\tau_0)\) for both versions of Nivre’s algorithm and the two feature models. The overall impression is that it is better to divide the training instances based on the next input token \(p(\tau_0)\), rather than splitting on the token on top of the stack \(p(\sigma_0)\), but there are small indications that the opposite is true for Swedish and Chinese using the arc-standard algorithm and the lexicalized model.

In all previous experiments we have used the frequency threshold \(t = 1000\), which means that all sets consisting of less training instances than 1000 are pooled together into a single model. The last experiment in this section will vary this threshold for all the three languages and Nivre’s arc-eager algorithm and both feature models \(\Phi_2\) and \(\Phi_5\). The frequency threshold parameter \(t\) was varied with the following values: 10, 50, 100, 500, 1000 and 1500.

Because of the outcome of this experiment there is no table showing the results. For English and Chinese there was no difference at all. There were small differences for Swedish. The accuracy AS\(U\) increases from 86.4\% to 86.5\% using \(t = 1500\) for the lexicalized model, but for the unlexicalized model \(t = 1000\) is still the best result. One could argue that we should not use this parameter at all, but if there exist feature values in the test data that have not been seen during training then the parser will not know how to predict the next parser action. This backoff model can handle these situations, but another solution could be to simply provide the parser with a default transition which is used when there is no model for the feature value.
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Table 4.13: The parameter settings for MBL and SVM used in experiment III

<table>
<thead>
<tr>
<th></th>
<th>Swedish MBL</th>
<th>Swedish SVM</th>
<th>English MBL</th>
<th>English SVM</th>
<th>Chinese MBL</th>
<th>Chinese SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k$</td>
<td>$l$</td>
<td>$\gamma$</td>
<td>$C$</td>
<td>$r$</td>
<td>$k$</td>
</tr>
<tr>
<td>$\Phi_1$</td>
<td>6</td>
<td>1</td>
<td>.21</td>
<td>1</td>
<td>.6</td>
<td>10</td>
</tr>
<tr>
<td>$\Phi_2$</td>
<td>7</td>
<td>1</td>
<td>.21</td>
<td>1</td>
<td>.6</td>
<td>7</td>
</tr>
<tr>
<td>$\Phi_3$</td>
<td>3</td>
<td>4</td>
<td>.21</td>
<td>1</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>$\Phi_4$</td>
<td>6</td>
<td>4</td>
<td>.21</td>
<td>.6</td>
<td>.3</td>
<td>6</td>
</tr>
<tr>
<td>$\Phi_5$</td>
<td>6</td>
<td>4</td>
<td>.40</td>
<td>.7</td>
<td>.3</td>
<td>7</td>
</tr>
</tbody>
</table>

4.6 Experiment III: Comparison of MBL and SVM

The previous experiments (see section 4.4.2) indicate that SVM is a better choice than MBL, especially for the feature model $\Phi_5$. This section presents a more detailed comparison of SVM and MBL using Nivre’s arc-eager algorithm. When comparing two machine learning methods it is important to investigate several feature models and make an extensive parameter optimization, as has been shown very clearly in recent research (Daelemans and Hoste 2002).

Comparative studies of learning algorithms are relatively rare in this context. Cheng et al. (2005b) report that SVM outperforms MaxEnt models in Chinese dependency parsing, using the algorithms of Yamada and Matsumoto (2003) and Nivre (2003), while Sagae and Lavie (2005) find that SVM gives better performance than MBL in a constituency-based shift-reduce parser for English.

4.6.1 Experimental Setup

The comparison involves three languages (Swedish, English and Chinese) and five feature models described in section 4.3. We will keep the parsing algorithm constant throughout this study, and Nivre’s arc-eager algorithm will be used. As already noted, optimization of learning algorithm parameters is a prerequisite for meaningful comparisons of different algorithms, although an exhaustive search of the parameter space is usually impossible in practice.

For MBL we have used the modified value difference metric (MVDM) and class voting weighted by inverse distance (ID) in all experiments, and performed a grid search for the optimal values of the number $k$ of nearest
Table 4.14: Parsing accuracy on the final test set; five feature models (FM), two learning methods (LM). The accuracy is measured by the attachment score (AS) metrics; U: unlabeled, L: labeled.

<table>
<thead>
<tr>
<th>FM</th>
<th>LM</th>
<th>Swedish AS</th>
<th>English AS</th>
<th>Chinese AS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>U</td>
<td>L</td>
<td>U</td>
</tr>
<tr>
<td>Φ₁</td>
<td>MBL</td>
<td>75.3</td>
<td>68.7</td>
<td>*76.5</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>75.4</td>
<td>68.9</td>
<td>76.4</td>
</tr>
<tr>
<td>Φ₂</td>
<td>MBL</td>
<td>81.9</td>
<td>74.4</td>
<td>81.2</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>*83.1</td>
<td>*76.3</td>
<td>81.3</td>
</tr>
<tr>
<td>Φ₃</td>
<td>MBL</td>
<td>85.9</td>
<td>81.4</td>
<td>85.5</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>86.2</td>
<td>*82.6</td>
<td>*86.4</td>
</tr>
<tr>
<td>Φ₄</td>
<td>MBL</td>
<td>86.1</td>
<td>82.1</td>
<td>87.0</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>86.0</td>
<td>82.2</td>
<td>*88.4</td>
</tr>
<tr>
<td>Φ₅</td>
<td>MBL</td>
<td>86.6</td>
<td>82.3</td>
<td>88.0</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>86.9</td>
<td>*83.2</td>
<td>*89.4</td>
</tr>
</tbody>
</table>

neighbors and the frequency threshold \( l \) for switching from MVDM to the simple Overlap metric (cf. section 2.3.3).

The polynomial kernel of degree 2 has been used for all the SVM experiments, but the kernel parameters \( \gamma \) and \( \gamma \) have been optimized together with the penalty parameter \( C \) and the termination criterion \( e \). The training data are divided into smaller sets, according to the part-of-speech of the next token \( p(\pi_0) \) in the current parser configuration and the frequency threshold \( t \) for separate classifiers is set to 1000 in all the experiments.

Table 4.13 shows the optimized value after an extensive search for each parameter and for each combination. The parameter optimization is done by using the development set for the English and the Chinese data and by doing the 9-fold cross validation for Swedish. The optimized values vary a lot and it is hard to draw general conclusions, more than that it is not trivial task to find the optimized values for each combination. Although these values are regarded here as optimized values, it is very likely that we could have found even more optimal values if we had continued the search.

### 4.6.2 Results and Discussion

Tables 4.14 and 4.15 show the parsing accuracy for the combination of three languages (Swedish, English and Chinese), two learning methods (MBL and SVM) and five feature models. For each combination we measure the attachment score (table 4.14) and the exact match (table 4.15). A significant
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Table 4.15: Parsing accuracy on the final test set; five feature models (FM), two learning methods (LM). The accuracy is measured by the exact match score (EM) metrics; U: unlabeled, L: labeled.

<table>
<thead>
<tr>
<th>FM</th>
<th>LM</th>
<th>Swedish</th>
<th>English</th>
<th>Chinese</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EM&lt;sub&gt;U&lt;/sub&gt;</td>
<td>EM&lt;sub&gt;L&lt;/sub&gt;</td>
<td>EM&lt;sub&gt;U&lt;/sub&gt;</td>
<td>EM&lt;sub&gt;L&lt;/sub&gt;</td>
</tr>
<tr>
<td>Φ₁</td>
<td>MBL</td>
<td>16.0</td>
<td>11.4</td>
<td>9.8</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>16.3</td>
<td>12.1</td>
<td>9.8</td>
</tr>
<tr>
<td>Φ₂</td>
<td>MBL</td>
<td>31.4</td>
<td>19.8</td>
<td>19.8</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>*34.3</td>
<td>*24.0</td>
<td>19.4</td>
</tr>
<tr>
<td>Φ₃</td>
<td>MBL</td>
<td>37.9</td>
<td>28.9</td>
<td>26.5</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>38.7</td>
<td>*32.5</td>
<td>*28.5</td>
</tr>
<tr>
<td>Φ₄</td>
<td>MBL</td>
<td>37.6</td>
<td>30.1</td>
<td>29.8</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>37.9</td>
<td>31.2</td>
<td>*33.2</td>
</tr>
<tr>
<td>Φ₅</td>
<td>MBL</td>
<td>39.9</td>
<td>29.9</td>
<td>32.8</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>40.7</td>
<td>*33.7</td>
<td>*36.4</td>
</tr>
</tbody>
</table>

Improvement for one learning method over the other is marked by an asterisk (*).

Independently of language and learning method, the most complex feature model Φ₅ gives the highest accuracy across all metrics. Not surprisingly, the lowest accuracy is obtained with the simplest feature model Φ₁. By and large, more complex feature models give higher accuracy, with one exception for Swedish and the feature models Φ₃ and Φ₄. It is significant in this context that the Swedish data set is the smallest of the three (about 20% of the Chinese data set and about 10% of the English one).

If we compare MBL and SVM, we see that SVM outperforms MBL for the three most complex models Φ₃, Φ₄ and Φ₅, both for English and Chinese. The results for Swedish are less clear, although the labeled accuracy for Φ₃ and Φ₅ are significantly better. For the Φ₁ model there is no significant improvement using SVM. In fact, the small differences found in the ASU scores are to the advantage of MBL. By contrast, there is a large gap between MBL and SVM for the model Φ₅ and the languages Chinese and English. For Swedish, the differences are much smaller (except for the EM<sub>L</sub> score), which may be due to the smaller size of the Swedish data set in combination with the technique of dividing the training data for SVM (cf. section 2.3.3).

Another important factor when comparing two learning methods is the efficiency in terms of time. Table 4.16 reports learning and parsing time for the three languages and the five feature models. The learning time corre-
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Table 4.16: Learning and parsing time on the final test set; five feature models (FM), two learning methods (LM); LT: learning time, PT: parsing time

<table>
<thead>
<tr>
<th>FM</th>
<th>LM</th>
<th>Swedish</th>
<th>English</th>
<th>Chinese</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LT</td>
<td>PT</td>
<td>LT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td>s</td>
<td>s</td>
</tr>
<tr>
<td>Φ₁</td>
<td>MBL</td>
<td>1 s</td>
<td>2 s</td>
<td>16 s</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>40 s</td>
<td>14 s</td>
<td>1.5 h</td>
</tr>
<tr>
<td>Φ₂</td>
<td>MBL</td>
<td>3 s</td>
<td>5 s</td>
<td>35 s</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>40 s</td>
<td>13 s</td>
<td>1 h</td>
</tr>
<tr>
<td>Φ₃</td>
<td>MBL</td>
<td>6 s</td>
<td>1 min</td>
<td>1.5 min</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>1 min</td>
<td>15 s</td>
<td>1 h</td>
</tr>
<tr>
<td>Φ₄</td>
<td>MBL</td>
<td>8 s</td>
<td>2 min</td>
<td>1.5 min</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>2 min</td>
<td>18 s</td>
<td>2 h</td>
</tr>
<tr>
<td>Φ₅</td>
<td>MBL</td>
<td>10 s</td>
<td>7 min</td>
<td>3 min</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>2 min</td>
<td>25 s</td>
<td>1.5 h</td>
</tr>
</tbody>
</table>

...lates very well with the complexity of the feature model and MBL, being a lazy learning method, is much faster than SVM. For the unlexicalized feature models Φ₁ and Φ₂, the parsing time is also considerably lower for MBL, especially for the large data sets (English and Chinese). But as model complexity grows, especially with the addition of lexical features, SVM gradually gains an advantage over MBL with respect to parsing time. This is especially striking for Swedish, where the training data set is considerably smaller than for the other languages.
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Conclusion

In this final chapter we summarize the main contributions of the thesis and point to promising directions for future work.

5.1 Main Results

We have designed an architecture for inductive labeled dependency parsing with a clean separation of parsing algorithms, feature models, and learning methods, so that these components can be varied independently of each other. Furthermore, the design makes it possible to reuse basic components so that they can be used in both learning and parsing. In this way we can reduce the amount of code and possible mistakes caused by having separate code for both phases. The Parser component is responsible for deriving the syntactic analysis for each sentence supported by sub-components that implement parsing algorithms. At every nondeterministic choice point, it asks the Guide component at parsing time to predict the next parser action by looking at the current parser state or at learning time to use the current parser state and the derived parser action to induce a parser model. The Guide is supported by discriminative learner interfaces that solve the classification problem at parsing time and induces classifiers at learning time.

This architecture has been realized in the MaltParser system, which can be seen as a parser generator tool for labeled dependency-based parsing. MaltParser is a terminal-based software package that is controlled either by an option file, by command line flags or by a combination of the two. The system can induce a parser model for any natural language for a given dependency-based treebank formatted in Malt-TAB. This parser model trained for a specific language can then be used to parse new unseen text data. Moreover, the system complies with the proposed architecture in that it is flexible and allows the user to specify arbitrary feature models using the feature specification language, and to choose parsing algorithms and learning methods by specifying options.

In the introductory chapter, we formulated three validation questions that
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we should investigate. The first question deals with the implementation of the architecture and asks whether MaltParser meets the requirements of the architecture. After running 36 experiments, with combinations of two feature models, three algorithms, two classifiers and three languages, we can see that all results are above 70% both for unlabeled and labeled attachment score. The dependency graphs output by the parser satisfy the four basic constraints of well-formedness defined in section 2.2. These results support the conclusion that we have succeeded in implementing the architecture in accordance with the requirements.

The answer to the second question is that we can conclude that dividing the training data into smaller sets, according to the part-of-speech of the next token in the current parser configuration, substantially reduces both the learning and parsing time without significantly decreasing the parsing accuracy when using the SVM learner. There is a slight advantage in dividing the data based on the next token compared to the top token of the stack.

To answer the final question we have performed an empirical comparison of MBL (TMLBL) and SVM (LIBSVM) for deterministic dependency parsing, using treebank data from Swedish, English and Chinese and five feature models of varying complexity. The outcome shows that SVM gives higher parsing accuracy for complex and lexicalized feature models for English and Chinese, whereas for Swedish there is no significant improvement. The parsing efficiency is slightly better for SVM when using the most complex model, but for the other models it is the opposite. As expected, MBL has the fastest learning times for all models since it only stores the training data in a suitable representation, whereas SVM generalizes the data into a model.

For the licentiate thesis the goal was not to optimize the parser model for each language, which requires extensive work with feature selection in combination with parameter optimization. With that in mind, the aim was not to create a state of the art dependency-based parser. If we anyway compare the results to the state of the art in dependency parsing, we can report that for Swedish the attachment scores for model $\Phi_5$ and Nivre’s arc-eager algorithm are about .5 (unlabeled) and 1 (labeled) percentage points higher than the results reported for MBL by Nivre (2006) using an earlier version of MaltParser. The best results for English, where we also use the model $\Phi_5$ and Nivre’s arc-eager algorithm are about 3 percentage points below the results obtained with the parser of Charniak (2000) but less than 1 percentage point below the results obtained by Yamada and Matsumoto (2003) with a deterministic SVM-based parser. They are also about 1 percentage point better than the results reported for MBL by Nivre (2006). Finally, the highest accuracy for Chinese was obtained using the model $\Phi_5$ and Nivre’s arc-standard algorithm and is very close to the best reported results (about
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5.2 Future Work

We can identify several issues that can be further explored for the doctoral thesis. The most important task for future work is to experiment with several more languages and to see if the architecture is suited for other languages. It is crucial that we investigate languages of different types. We have compiled a list of four major categories of future work:

1. **Efficiency**: One interesting factor for inductive labeled dependency parsing is the efficiency both during learning and parsing. This is very important, if a parser is to be useful in NLP applications. One way to increase the efficiency is to run more in parallel. For instance, we could allow sentences to be parsed simultaneously because they are not dependent on each other. Besides that, we could probably implement the SVM interface more efficiently by encoding the data in a smarter way without decreasing the accuracy together with new splitting strategies. Furthermore, it could be interesting to investigate combinations of two learning methods such that the accuracy is preserved and the efficiency is increased, for example, by combining a Naive-Bayes classifier with an SVM classifier.

2. **Optimization**: One experience we have made, when doing all the experiments, is that it is a non-trivial problem to find the best feature model in combination with the optimal parameters for the classifier. Doing a complete feature and parameter optimization is practically impossible. If we could find a good approach to finding a well adapted feature model together with near optimal parameters in reasonable time, it could be implemented in an automatic feature and parameter optimization tool.

3. **Parsing algorithms**: Another interesting factor could be to investigate the parsing algorithms in more detail. For example, why does Nivre’s arc-standard algorithm perform better for Chinese, but not for English and Swedish? By extending the study to other languages,
Chapter 5. Conclusion

maybe we could find general properties for a group of languages where
a certain parsing algorithm is better suited.

4. **Nondeterminism**: Loosening the strictly deterministic approach to
parsing may lead to higher accuracy, since we could explore several
analyses at a more global level.

5. **Phrase structure**: Although dependency-based representations have
gained more interest in recent years, the dominant kind of representa-
tion is still based on phrase structure. Therefore, it would be useful if
we could find a way to convert the dependency-based output to phrase
structure with high accuracy, preferably with a data-driven method
that is not dependent on explicit rules.

Although this list of future work contains many interesting issues, it is prob-
ably too much to investigate all these in detail for the doctoral thesis. It
is more likely that we will do a small survey and concentrate on the most
promising ones.
References


References


Einarsson, J. (1976a). Tallbankens skrifterpräskonkordans. Lund University, Department of Scandinavian Languages.

Einarsson, J. (1976b). Tallbankens takspräskonkordans. Lund University, Department of Scandinavian Languages.


© 2006 by Johan Hall. All rights reserved.


References


References


